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JICA established the Advisory Committee on Evaluation
in fiscal 2002. The objectives of the committee are to improve
the evaluation system and methods based on advice from
external experts and to increase objectivity by having them
examine evaluation results. The committee members are
external intellectuals such as academics, NGOs, concerned
parties from international organizations, and journalists, all
of whom have knowledge and experience in development
assistance and evaluation. The members discuss various agen-
da including issues involved in enhancing evaluation systems
and promoting feedback of evaluation results. They also con-
duct secondary evaluation of JICA’s evaluations and present
recommendations on improving evaluation methods and proj-
ects through evaluation. 

The first secondary evaluation was conducted in fiscal
2002 and 2003 targeting 40 terminal evaluations carried out in
fiscal 2001. The results were presented in the JICA Annual
Evaluation Report 2003. JICA conducts, with the participation
of external specialists and concerned parties in the partner
country, terminal evaluation on a project as an internal evalu-
ation to find out if the outputs and outcomes have been suc-
cessfully generated as planned by the project, and to arrive at

necessary and responsible decision-making for better project
management. However, since JICA and related organizations
in the partner country are responsible parties for implementing
the project itself, it is sometimes pointed out that internal eval-
uations led by those parties may lack neutrality or objectivity.
To address this problem, a secondary evaluation is conducted
to increase the transparency and objectivity of JICA’s internal
evaluations. 

It is also one of the meaningful aspects of the secondary
evaluation that evaluations carried out by JICA are assessed
from a third-party perspective and the current conditions and
problems involved in the internal evaluation are clarified to
improve its methods and quality. The first secondary evalua-
tion was granted with a number of valuable suggestions and
advice on planning and implementing procedures for evalua-
tion study, utilization of evaluation results, operation and man-
agement of projects, etc. The results of the above-mentioned
first evaluation were reflected in the revision of the JICA proj-
ect evaluation guidelines in fiscal 2004 and JICA is currently
making efforts to consolidate evaluation practices based on the
guidelines. 

The results of the second secondary evaluation that was
conducted in fiscal 2004 are contained in the
Annual Evaluation Report 2004. Secondary
evaluation examines the quality of JICA’s inter-
nal evaluations and outcomes of JICA’s proj-
ects observed from evaluation reports. Based
on the effectiveness of secondary evaluation,
which was recognized as a result of the first
secondary evaluation, deeper analysis was car-
ried out this time on current conditions and
problems regarding JICA’s evaluations, and at
the same time year-to-year comparisons of the
changes in evaluation quality as well as differ-
ences in perspectives between external and
internal evaluators were examined. For this pur-
pose, the Secondary Evaluation Working
Group comprising external and internal evalu-
ators was established under the Advisory
Committee on Evaluation, which is illustrated
in Figure 4-1.

JICA is devoted to increasing the trans-
parency and improving the quality of evalua-
tions, using the secondary evaluation results
presented in the following chapter.

Secondary Evaluation by the Advisory
Committee on Evaluation

Figure 4-1 Secondary Evaluation System of Fiscal 2004



1-1 Objectives, Targets, Methods of
Evaluation

(1) Objectives

The significance of secondary evaluation conducted by
external experts is found in ensuring the transparency of inter-
nal evaluations and the credibility of evaluation results.

JICA conducts evaluations on JICA’s projects internally.
External experts, consultants, and concerned parties of the
partner country usually participate in the evaluation processes;
however, they are often involved with the projects in such
ways as being related to supporting organizations in Japan
and implementing bodies of the partner country. Participation
of parties who are familiar with a target project is an advantage
that allows for detailed evaluations. However, at the same
time, the possibility that it may arouse problems regarding
the neutrality and objectivity of evaluation cannot be denied.
To address this, secondary evaluation by external experts is
useful for increasing transparency and reviewing the appro-
priateness of internal evaluations.

Each evaluator exhibits some personal patterns of evalua-
tion that affect evaluation results. Though external evalua-
tions can be objective in that evaluators have no interests in the
projects, they are not necessarily superior to internal evalua-
tions in terms of neutrality and impartiality as long as there is
the possibility of personal bias in evaluation. This was made
clear in the first secondary evaluation of fiscal 2003 conducted
by the Advisory Committee on Evaluation. Therefore, in order
to obtain more universal and reliable evaluation results, it is
necessary to reach conclusions that are free from personal
bias in evaluation by taking several evaluators’ perspectives.
However, it is not practical in terms of cost to have so many
external evaluators evaluate a project or to dispatch another
study team. Although secondary evaluation is somewhat lim-
ited in that it is based on the results of primary evaluations, it is
expected that less biased and highly reliable evaluation results
can be obtained through the participation of many secondary
evaluators different from the primary evaluators.

In addition to the above-mentioned points, secondary
evaluation is significant in that it contributes to improvements
in the quality of primary evaluations. Evaluation by third par-
ties is useful to objectively verify the appropriateness of the

evaluation framework, methods, analysis, value judgment,
and the way of presenting the results of primary evaluation,
etc. Evaluation by third parties is also useful in that it reveals
challenges for improving the quality of evaluation through
this verification process. The first secondary evaluation proved
the effectiveness of secondary evaluation in this respect, in
addition to effectiveness in increasing transparency and cred-
ibility of evaluation. The improvement in the quality of eval-
uations is indispensable so that evaluations could take roles in
improving projects as well as for securing accountability.
Contribution to the improvement of primary evaluation is,
indeed, the essential significance of secondary evaluation. 

Based on the significance described above, the secondary
evaluation of fiscal 2004 was performed to answer the fol-
lowing evaluation questions.

Examination of the quality of primary evaluation (internal

evaluation)

a. Does the evaluation satisfy a certain quality? What has to
be done to achieve higher quality?

b. Has the quality of evaluations improved every year? 
c. What are the differences in perspectives between internal

and external evaluations that need to be considered in order
to improve the quality of evaluations? 

Examination of the outcomes of target projects

a. Was the target project effective and efficient from the per-
spectives of the secondary evaluators?

b. What are the factors that influence the effectiveness and
efficiency of the target project?

c. Are there differences in the results of the secondary evalu-
ation on the outcomes of the target project between internal
evaluations and external evaluations?

Most of JICA’s evaluations are mainly conducted inter-
nally, as already mentioned. In order to secure neutrality and
objectivity, it is necessary to incorporate external views such
as those of secondary evaluations. Nonetheless, it is still essen-
tial to perform internal evaluations with as much objectivity
and credibility as possible. In order to extract important points
to consider in achieving this, we will examine the differences
between internal evaluations and external evaluations on the
quality of evaluations and the outcomes of target projects.
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(2) Evaluators

In view of these objectives, the secondary evaluation of fis-
cal 2004 set up a Secondary Evaluation Working Group with
external and internal evaluators under the Advisory Committee
on Evaluation, and evaluations were conducted by the working
group accordingly. The external evaluators in the working group
are two members of the Advisory Committee on Evaluation,
three external members recommended by the Japan Evaluation
Society, and one staff member from the Japan Bank for
International Cooperation, which is another implementing body
of ODA programs like JICA. The internal evaluators are two
staff members from the Office of Evaluation, Planning and
Coordination Department, which supervises the quality of eval-
uations within JICA, and six evaluation chiefs from the project
implementation departments. 

Evaluators of the Secondary Evaluation
Chairperson of the Secondary Evaluation Working Group 

Hiromitsu MUTA:
Professor, Director of the Center for Research and Development of Educational
Technology, Tokyo Institute of Technology (Chairperson of the Advisory
Committee on Evaluation)

Vice Chairperson:
Tsuneo SUGISHITA:
Professor, College of Humanities, Ibaraki University, Formerly with Yomiuri
Shinbun (Member of the Advisory Committee on Evaluation)

External Members:
Kazuo KURODA:
Associate Professor, Graduate School of Asia Pacific Studies, Waseda University
(recommended by the Japan Evaluation Society) 

Takahiro SAITO:
Associate Professor, National Institution for Academic Degrees and University
Evaluation (recommended by the Japan Evaluation Society)

Yayoi TANAKA:
Associate Professor, Department of Civil Engineering, University of Tokyo  (rec-
ommended by the Japan Evaluation Society)

Kimihiro FUKUYAMA:
Deputy Director, Development Assistance Operations Evaluation Office, Project
Development Department, Japan Bank for International Cooperation

Internal Members:
Satoko MIWA:
Director, Office of Evaluation, Planning and Coordination Department, JICA

Makoto IWASE:
Staff, Office of Evaluation, Planning and Coordination Department, JICA

Yukiharu KOBAYASHI:
Team Leader, Office of Citizen Participation, Training Affairs and Citizen
Participation Department, JICA (Evaluation Chief) 

Katsura MIYAZAKI:
Team Leader, Group III (Health I), Human Development Department, JICA
(Evaluation Chief)  

Yoshiharu YONEYAMA:
Team Leader, Group IV (Health II), Human Development Department, JICA
(Evaluation Chief)

Yusuke MURAKAMI:
Team Leader, Group II (Natural Resources and Energy), Economic Development
Department (Evaluation Chief)

Mitsuko KUMAGAI:
Team Leader, Administration and Planning Group, Secretariat of JOCV
(Evaluation Chief)

Hideki SAKATA:
Deputy Director, JICA Sri Lanka Office (Evaluation Chief)

* External evaluators: Chairperson and Vice Chairperson of Secondary Evaluation
Working Group, external members 
Internal evaluators: internal members (Positions were effective as of October 2004.)

(3) Evaluation Targets

This secondary evaluation targeted 38 terminal evalua-
tions conducted in fiscal 2002 and 10 terminal evaluations in
fiscal 2003 whose reports had been disclosed at the time of the
launch of the secondary evaluation at the beginning of 2004.
The evaluation results for fiscal 2001, which had already been
evaluated by the first secondary evaluation, were analyzed
again in order to perform a year-to-year comparison. For this
comparison analysis, 10 reports with evenly distributed scores
from high to low were selected based on the evaluation scores
of quality conducted by the first secondary evaluation. All of
the 58 primary evaluation results that were subject to the sec-
ondary evaluation are listed in Table 4-1.

(4) Evaluation Methods

Evaluators read the primary evaluation reports and graded
them using the secondary evaluation check sheet shown in
Table 4-2.

1) Evaluation Viewpoints 

The check sheet consists of criteria to be used to examine
the quality of primary evaluations and criteria to be used to
examine the outcomes of the project subject to primary eval-
uation.

a. Examination of the quality of primary evaluation
As for the examination of the quality of primary evalua-

tion, evaluation criteria are determined by taking into consid-
eration (1) key evaluation criteria, (2) general criteria for good
evaluation, and (3) preconditions for conducting appropriate
evaluation (evaluability of target projects). Evaluation view-
points for each criterion are as follow. 

Key evaluation criteria: 
The appropriateness of evaluation methods is evaluated
according to the following criteria: framework of evalua-
tion study, methods of information collection, methods of
analysis and evaluation (assessment of performance, anal-
ysis, and DAC Five Evaluation Criteria), extraction and
presentation of recommendations and lessons, and compi-
lation of reports.

General criteria for good evaluation:
The quality of evaluation is comprehensively assessed
according to the criteria for good evaluation provided in the
JICA Evaluation Guidelines: usefulness of evaluated
information, impartiality and independence, credibility,
and participation of the partner country.

Evaluability: 
This criterion assesses whether a project has been ade-
quately planned and implemented for subsequent verifi-
cation of the results, such as the feasibility of verifying
achievement of purposes and outputs, and reasonableness
of the logic model behind the project. In addition, it is also
checked whether monitoring data necessary for evaluation
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have been adequately accumulated during the project
implementation.
Evaluability was included because the first secondary

evaluation pointed out that the original determinations of the
project purpose, data collection methods, and logical frame-
work were the issues associated with the quality of evaluation.
Although examination of evaluability from the report alone
naturally has limitations, this item was added on a trial basis
this time for the purpose of further analyzing the current situ-
ation of projects’ evaluability and the connection between
evaluability and evaluation.

b. Examination of the outcomes of the project subject to
primary evaluation
To evaluate the outcomes of the projects subject to pri-

mary evaluation, DAC Five Evaluation Criteria (relevance,
effectiveness, efficiency, impact, and sustainability) and gen-
eral evaluation were adopted. 

2) Evaluation Scores

a. Examination of the quality of primary evaluation
The nine evaluation criteria (seven criteria based on key

evaluation perspectives, general criteria for good evaluation,
and evaluability) were examined on a scale of 10. Each crite-
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Table 4-1 List of Projects Subject to Secondary Evaluation

16 Philippines The Project for Enhancement of Capabilities in Flood Control and
Sabo Engineering of the Department of Public Works and
Highways

17 Philippines The Project on Electrical and Electronics Appliances Testing in the
Republic of Philippines

18 Philippines Modernization of Industrial Property Administration
19 Sri Lanka Dental Education Project at University of Peradeniya in Sri Lanka
20 Thailand The Research Center for Communication and Information

Technology (ReCCIT), King Mongkut’s Institute of Technology,
Ladkrabang, (KMITL), the Kingdom of Thailand

21 Thailand Development of the Method of Urban Development
22 Thailand Project for Model Development of Comprehensive HIV/AIDS

Prevention and Care
23 Viet Nam The Education and Research Capability Building Project of Hanoi

Agricultural University
24 Jordan The Project for Family Planning and Gender in Development

(Phase 2)
25 Jordan Information Technology Upgrading Project
26 Turkey The Infectious Diseases Control Project in the Republic of Turkey
27 Ethiopia The Groundwater Development and Water Supply Training Project
28 Kenya Strengthening of Mathematics and Science in Secondary Education
29 Kenya Kenya Medical Training College Project
30 Madagascar The Aquaculture Development Project in the Northwest Coastal

Region of Madagascar
31 Bolivia The Afforestation and Erosion Control Project in the Valley of Tarija

in Bolivia
32 Brazil The Urban Transport Human Resources Development Project
33 Jamaica The Project for Strengthening of Health Care in the Southern Region
34 Panama The Cattle Productivity Improvement Project in the Republic of Panama
35 Paraguay Japan-Paraguay Skill Development Promotion Center
36 Paraguay Project on Upgrading Verification and Inspection Technology in the

Area of Mass
37 Uruguay Forest Products Testing Project in Uruguay
38 Micronesia The Fisheries Training Project in Federated States of Micronesia
FY 2003
1 Indonesia Regional Development Policies for Local Government
2 Laos The Aquaculture Improvement and Extension Project
3 Myanmar Irrigation Technology Center Project (Phase 2)
4 Philippines The Cebu Socio-economic Empowerment and Development

Project
5 Thailand The Modernization of Water Management System Project in

Thailand
6 Viet Nam Modernization of Industrial Property Administration Project
7 Ghana The Infectious Diseases Project at the Noguchi Memorial Institute

for Medical Research
8 Brazil Brazilian Amazon Forest Research Project (Phase 2)
9 El Salvador The Project for the Strengthening of Agricultural Technology

Development and Transfer in El Salvador
10 Mexico The Agricultural Machinery Test and Evaluation Project in Mexico

FY 2001 (only for the analysis of year-to-year changes in quality)
1 China The Project for the Beijing Municipal Education and Training

Center for Fire Fighting and Prevention
2 India The Project for Promotion of Popularizing the Practical Bivoltine

Sericulture Technology
3 Indonesia Dairy Technology Improvement Project in Indonesia
4 Indonesia Project for Improvement of Agricultural Extension and Training

System
5 Malaysia The Project on Risk Management of Hazardous Chemical

Substances
6 Philippines Research and Development Project on High Productivity Rice

Technology
7 Morocco Upgrading Exploration Technology of Mineral Resources in the

Kingdom of Morocco
8 Argentina The Mine Pollution Control Research Center in the Argentine

Republic
9 Brazil The Research Project on Small-scale Horticulture in Southern

Brazil
10 Brazil The Clinical Research Project of State University of Campinas in

Brazil
FY 2002
1 Bangladesh The Poultry Management Techniques Improvement Project in the

People’s Republic of Bangladesh
2 Cambodia Secondary School Teacher Training Project in Science and

Mathematics
3 India The Project for Prevention of Emerging Diarrheal Diseases in India
4 Indonesia The Project for the National Vocational Rehabilitation Center for

Disabled People
5 Indonesia The Project for Development of Science and Mathematics

Teaching for Primary and Secondary Education
6 Indonesia Technical Cooperation Project for Ensuring the Quality of MCH

Services through MCF Handbook
7 Indonesia Development of High Quality Seed Potato Multiplication System

Project
8 Indonesia The Forest Tree Improvement Project (Phase 2) in the Republic of

Indonesia
9 Indonesia Biodiversity Conservation Project (Phase 2)
10 Laos The Agricultural and Rural Development Project in Vientiane

Province in the Lao People’s Democratic Republic (Phase 2)
11 Laos The Forest Conservation and Afforestation Project (Phase 2) in

Lao People’s Democratic Republic
12 Laos The Project on Electric Power Technical Standard Establishment in

Lao People’s Democratic Republic
13 Malaysia Japan-Malaysia Technical Institute: JMTI
14 Malaysia The Project for the Aquatic Resource and Environmental Studies

of the Straits of Malacca in UPM
15 Philippines The Project for Upgrading Human Resource Development for Air

Navigation Systems Specialist at the Civil Aviation Training Center
Manila



*See Technical Notes at the end of chapter 2  (*1 Estimation of evaluation scores).

rion provides space for comments to collect qualitative infor-
mation that supplements quantitative ratings. 

In addition, several sub-criteria are provided for specifying
the viewpoints of each evaluation criterion. These sub-criteria
were newly set to clarify at which angle the secondary evalu-
ation is conducted and standardize evaluation views. The sub-
criteria are based on the items to be considered when con-
ducting evaluations, which are provided in the JICA
Evaluation Guidelines. These sub-criteria were also graded
on a three-level scale in the secondary evaluation.

However, this secondary evaluation did not clarify the
weights of the sub-criteria; instead, each evaluator graded
each evaluation criterion independently from ratings of its
sub-criteria. This is because it was decided that the working
group would come up with more appropriate weightings,
which should be applied to secondary evaluation in the future
as a result of statistical analysis over correlation between each
criterion and its sub-criteria, instead of applying discretional
weightings in advance.

No total scores are added up for each criterion. This is
because a high total score does not always mean good evalu-
ation when, for example, a high total score may contain
extremely low scores for some criteria.

b. Examination of the outcomes of the project subject to
primary evaluation
Each of the six evaluation criteria (DAC Five Evaluation

Criteria and overall evaluation) was graded on a scale of 10. In
the same way that the quality of primary evaluation was exam-
ined, each criterion provides space for comments to collect
qualitative information that supplements quantitative ratings.

c. Methodology for rating
When primary evaluations are rated by all the evaluators

after they read all the reports and the mean of the scores
obtained is calculated, the opinions of all the members can
be reflected and the final score can be free of personal evalua-
tion biases. However, this method is impractical due to the

enormous workload of each evaluator. On the contrary, if the
number of evaluators for each report is limited, the average
score is greatly affected by the personal evaluation biases of
the evaluators in charge, thus generating biased evaluation
results. In order to solve this problem and obtain more uni-
versal scores, the secondary evaluation of fiscal 2004 devised
methods of statistical analysis in the same manner as the first
secondary evaluation. This was designed to calculate mean
values that are estimated on the assumption that every evalu-
ator had read all the reports.

In other words, the scores of each evaluator can theoreti-
cally be divided into two parts: the part that is free of personal
evaluation bias of the evaluator (true score of the evaluation
target), and the part that is affected by the personal evaluation
bias of the evaluator (coefficient of evaluation tendencies).
Therefore, if both parts are separated using statistical analysis,
and the true scores of a report is added to the coefficient of
evaluation tendencies of an evaluator who has not read the
report, the estimated value that could be obtained if the evalu-
ator had read and evaluated the report can be calculated. The
mean value that is assumed to be obtained if all the evaluators
read and evaluated the report can be then calculated. Since
the total evaluation tendencies of each evaluator is adjusted to
be nil, the mean value of all the evaluators’ ratings correspond
to the true score.

One external evaluator and two internal evaluators read all
48 reports and the rest of the evaluators read about 10 reports
from fiscal 2002 and 2003. This means that each report was
read by at least two external evaluators and three internal eval-
uators. Then, analysis was performed using the above-men-
tioned statistical analysis method*. The same analysis method
was used for the 10 terminal evaluations from fiscal 2001,
whose reports were read by one external evaluator and one
internal evaluator, respectively. The internal evaluators were
not assigned to the secondary evaluation of the projects of
the same department or ones that they were previously in
charge of.
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Table 4-2 Secondary Evaluation Check Sheet

Terminal Evaluation on    (Project Title)

Rating criteria

1) The terminal evaluation report is reviewed in light of aspects considered essential as a good evaluation, and each aspect is rated using "A" as 
Good, "B" as Average, and "C" as Poor in  green cells . [sub-criteria]

2) The above aspects are classified into several key components. Each component is also scored based on the 1 to 10 scale in  yellow cells . [evaluation 
criteria]
10 and 9: Excellent 
8 and 7: Good
6 and 5: Average
4 and 3: Poor
2 and 1: Very Poor
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I. Evaluability

1. Evaluability of the Initially Prepared Project Design Matrix (PDM)

The initially designed PDM is usable as an evaluation framework without significant changes in its objectives and indicators.

Rating

Viewpoint

2. Evaluability of Outputs, Project Purpose and Overall Goal

The indicators are clearly defined for each output, project purpose, and overall goal, with specific target values and beneficiaries. They can be used to 
measure the level of the project achievement.

Rating

Viewpoint

3. Logic of Project Design

The PDM for the evaluation describes a clear and realistic logic flow from Overall Goal - Project Purpose - Outputs - Inputs, considering important 
external assumptions.

Rating

Viewpoint

4. Project Monitoring

Monitoring of outputs, activities, and inputs was regularly conducted, and the information including statistical data was accumulated during project 
implementation.

Rating

Viewpoint

Comment

Overall

II. Key Evaluation Criteria

10

1. Time Frame of Evaluation Study

Necessary field survey activities such as data collection and discussion with counterparts are appropriately set within the time frame of the evaluation study.  Time 
frame also contains preparations such as distribution of questionnaires,  and is appropriate in terms of timing, length, and schedule of the evaluation study.

Rating

Viewpoint

2. Evaluation Team Composition—Impartiality

The evaluation team members are selected on an impartial basis.

Rating

Viewpoint

3. Evaluation Team Composition—Specialty

The evaluation team members are selected with balanced specialty.

Rating

Viewpoint

4. Level of Counterpart Participation

The counterparts understand evaluation process, and share responsibilities for evaluation activities with JICA.

Rating

Viewpoint

Comment

Overall

1 Evaluation Framework

10

1. Evaluation Questions

Evaluation questions are in line with evaluation purposes and set properly in the evaluation grid. General questions as to the five evaluation criteria are 
narrowed down to more specific sub-questions to identify necessary information/data to be collected.

Rating

Viewpoint

2. Data Collection Methods (*1)

Several different data collection methods are used to increase accuracy and reliability of the data/information obtained.

Rating

Viewpoint

3. Data/Information Sources

The sources of the data/information are adequately explained in the evaluation report.

Rating

Viewpoint

4. Appropriateness of Data Sources

The data/information is obtained from a broad range of stakeholders including the primary beneficiary groups to limit bias of the data collected.

Rating

Viewpoint

Comment

Overall

2  Data Collection

5. Sufficiency of Data/Information Obtained

Data collection is conducted based on the evaluation grid, and the data/information was sufficient to answer the evaluation questions, and additional 
information/data is gathered for unexpected and newly confronted questions during the evaluation process.

Rating

Viewpoint
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10

1. Measurement of Results

Achievement level of outputs, project purpose, and overall goal are measured quantitatively or/and qualitatively against the target values set by the 
indicators.

Rating

Viewpoint

2. Examination of Project Implementation Process (*2)

The project implementation process is thoroughly examined, through which impeding and/or promoting factors to achievement of outputs, project 
purpose, and overall goal are identified.

Rating

Viewpoint

3. Examination of Causal Relationship—Logic of Project Design (*3)

The logic of project design is thoroughly verified, through which impeding and/or promoting factors to achievement of outputs, project purpose, and 
overall goal are identified.

Rating

Viewpoint

4. Examination of Causal Relationship—Before and After (*4)

The causal relationship is thoroughly examined to verify that effects for the beneficiaries have resulted from the project interventions.

Rating

Viewpoint

Comment

Overall

3.1  Assessment of Performance

3. Analysis/ Evaluation

10

1. Objectivity of Analysis

The data is objectively analyzed, based on a series of scientific discussions, and an effort is made to quantify the data where feasible.

Rating

Viewpoint

2. Holistic Analysis

The data interpretation is drawn by examination and analysis of different methods, and from various aspects.

Rating

Viewpoint

3. Analysis of Promoting and Impeding Factors

Factors that promote and impede effects are adequately analyzed in light of the project logic (cause-effect) and the project implementation process 
(such as project management).

Rating

Viewpoint

Comment

Overall

3.2 Analysis

10

1. Relevance

Perspectives for evaluation of "Relevance" (validity and necessity of a project in light of needs of beneficiaries, project implementation as an 
appropriate approach to problem solving, consistency of policies, etc.) are sufficiently covered.

Rating

Viewpoint

2. Effectiveness

Perspectives for evaluation of "Effectiveness" (achievement level of project objective, causal relationship between outputs and project objective, etc.) are 
sufficiently covered.

Rating

Viewpoint

3. Efficiency

Perspectives for evaluation of "Efficiency" (comparison with other similar projects through cost analysis, cost-effectiveness analysis, etc.) are 
sufficiently covered.

Rating

Viewpoint

4. Impact

Perspectives for evaluation of "Impact" (achievement level of overall goal, causal relationship between project purpose and overall goal) are sufficiently 
covered.

Rating

Viewpoint

Comment

Overall

3.3 Evaluation (*5)

5. Sustainability

Perspective for evaluation of "Sustainability" (probability of effects to be continued and outcomes to be produced in terms of policies and systems, 
organizational and financial aspects, technical aspects, socio-culture, and environment) are sufficiently covered.

Rating

Viewpoint

6. Basis of Evaluation Results

The basis and rationales of evaluation results are explained in a convincing manner.

Rating

Viewpoint

7. Conclusion

The conclusion is drawn based on holistic viewpoints on the basis of the five evaluation criteria.Viewpoint

Rating
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1. Relevance of Recommendations

The recommendations are based on the information obtained through the process of data analysis and interpretation.

Rating

Viewpoint

2. Relevance of Lessons Learned

The lessons learned are based on the information obtained through the process of data analysis and interpretation.

Rating

Viewpoint

3. Convincing Recommendations

The recommendations and their rationales are objective and convincing.

Rating

Viewpoint

4. Convincing Lessons Learned

The lessons learned and their rationales are objective and convincing.

Rating

Viewpoint

Comment

Overall

4. Recommendations/Lessons Learned (*6)

5. Sufficiency of Recommendations

The recommendations consider all the impeding/promoting factors identified during the evaluation process.

Rating

Viewpoint

6. Sufficiency of Lessons Learned

The lessons learned consider all the impeding/promoting factors identified during the evaluation process.

Rating

Viewpoint

7. Usability of Recommendations

The recommendations are practical and useful for feedback and follow-ups, with a specific time frame.Viewpoint

8. Usability of Lessons Learned

The lessons are generalized and conceptualized so that they are widely applicable.Viewpoint

10

1. Presentation/ Legibility

The evaluation report is simple and clear and understandable to readers—in light of the structure, font, terminology, and data presentation.

Rating

Viewpoint

2. Clarity

Logical structure and major points are clearly described in an easily understandable manner.

Rating

Viewpoint

3. Utilization of Tables and Figures

Tables and figures are effectively utilized to visually present statistics and analysis results.

Rating

Viewpoint

4. Presentation of Primary Data

Sufficient primary data such as those on targets and results of interviews and questionnaires are presented properly in the report.

Rating

Viewpoint

Comment

Overall

5. Reporting

10

1. Usefulness

In light of the effective feedback to the decision-making of the organization, clear and useful evaluation results are obtained.

Rating

Viewpoint

2. Impartiality and Independence

Evaluation is impartially conducted in a neutral setting.

Rating

Viewpoint

3. Credibility

In light of the specialties of evaluators, transparency of the evaluation process, and appropriateness of the criterion of judgment, evaluation information 
are credible.

Rating

Viewpoint

4. Participation of the Partner Country

Partner countries' stakeholders participate actively in the process of evaluation, and do not just provide information.

Rating

Viewpoint

Comment

Overall

III. General Criteria for Good Evaluation (*7)

Rating

Rating
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IV. Evaluation of the Project Based on the Report

V.  Overall Comment

1. Relevance

2. Effectiveness

3. Efficiency

4. Impact

5. Sustainability

6. Overall Evaluation

Notes:
*1 Major data collection methods

1. Literature review
2. Direct observation
3. Questionnaire survey
4. Interview survey
5. Focus group discussion

*2 Information to be gained through examination of implementation process
1. Examination of activities
2. Relationship with target group
3. Project management 
4. Overall viewpoint

*3 Qualitative approach to analyze causal relationships
1. Construct information on implementation process from inputs through activities to outputs, and from outputs to objectives  
2. Attempt to explain the logical relationship between project implementation and effects
3. Analyze the process to transfer and disseminate technologies through activities
4. Clarify the relationship between project implementation and effects by conducting detailed and in-depth survey of a target region or a target group of small size (e.g. case study) 

*4 Quantitative approach to analyze causal relationships
1. See changes of a target society/ beneficiary after the project 
2. Compare a target society/ beneficiary with another society/ beneficiary without the project
3. Combination of 1 and 2 (experimental design method) 

 4. Combination of 1 and 2 (quasi- experimental design method)
*5 Refer to Chapter 2, Part 3 of the JICA Guideline for Project Evaluation as for the viewpoints regarding five evaluation criteria.
*6 Definition of Recommendation and Lessons Learned

Recommendation: include specific measures, suggestions, and advice on a target project for JICA or those concerned in the implementation agencies
Lessons Learned: can be learned through the experience of a target project and fed back to on-going similar projects or to project finding and planning process in the future

*7 Refer to Chapter 1, Part 1 of the JICA Guideline for Project Evaluation as for the definitions of Criteria for Good Evaluation

Remark:
Revised JICA Guideline for Project Evaluation: Practical Methods for Project Evaluation (2004) compiled by the Office of Evaluation, Planning and Coordination Department and published 
by Japan International Cooperation Publishing Co., Ltd.
This guideline is available on the Evaluation page of JICA website (www.jica.go.jp/english/evaluation/index.html).
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Figure 4-2 Average Scores by Evaluation CriteriaEvaluation Results

2-1 Examination of the Quality of Primary
Evaluation

(1) Current Conditions of Evaluation Quality

and Challenges

1) Overview of Evaluation Results

Average scores for individual evaluation criteria of the
48 terminal evaluations conducted in fiscal 2002 and 2003
are shown in Figure 4-2. All the average scores are over 6.0
points and belong to the level of “average” (>= 5 and < 7) in the
grading scale. The scores are relatively high for the criteria of
“analysis/evaluation (evaluation)” and the general criteria for
good evaluation; however, the average scores for “evaluabili-
ty” and “recommendations/lessons” are rather low.

When looking at the distribution of scores by evaluation
criteria, as shown in Figure 4-3, many are distributed between
5.0 and 8.0 as a whole. However, most of the scores for “eval-

Note: The vertical axis indicates the number of projects subject to the secondary evaluation, where the population parameter is 672, which is obtained when all 14 evaluators read all 48
reports.



uation framework” are between 6 and 7 points with little vari-
ance, whereas looking at the scores for each criterion of “anal-
ysis/evaluation” and “recommendations/lessons learned,”
some of the ratings are over 8 points and others below 5
points, thus demonstrating a variance in the quality of prima-
ry evaluation. In particular, relatively many projects were
graded less than 5 in “recommendations/lessons learned.”
Most scores for “evaluability” fall near the average score with-
out much variance.

Based on the above results, the following can be said
about the quality of the primary evaluation of the target proj-
ects. Many scores are clustered around “average” (>= 5 and <
7) and “slightly good” (>= 7 and < 9), thus meeting the average
level and a certain quality on average. However, there are
variances in the quality of primary evaluation for some criteria,
represented by “analysis/evaluation” and “recommenda-
tions/lessons learned”; in particular, the quality of “recom-
mendations/lessons learned” is relatively low. 

2) Evaluation Results by Criteria and Issues for the

Improvement of Quality 

In the secondary evaluation, the sub-criteria of each eval-
uation criterion were rated, and qualitative evaluation infor-
mation was collected in the form of comments that were writ-
ten in the additional box by the evaluators. We will take a
look at the evaluation results of each evaluation criterion and
the current conditions of the quality of evaluation by means of
ratings of the sub-criteria and specific issues based on com-
ments from the members. Figure 4-4 shows the evaluation
results (average scores) of the sub-criteria of each evaluation
criterion. Sub-criteria are evaluated on a three-grade scale—A,
B and C. For the convenience of analysis, each grade is con-
verted numerically into 3, 2, and 1, respectively.

a. Evaluability
The scores of the sub-criteria in the category of evaluabil-

ity are in the range of 2.2- and 2.3-points, and they are not par-
ticularly high or low compared with the sub-criteria of the
other evaluation criteria. However, the scores for “evaluabili-
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Figure 4-4 Evaluation Results of Sub-criteria of Each Evaluation Criterion

Note:  The vertical axes indicate rating scores.



ty of the initially prepared project design matrix (PDM)”, and
“project monitoring” are relatively low. The first secondary
evaluation revealed that there were cases where PDM had to
be changed drastically at the evaluation stage in order to close
the gap between the PDM and the actual project, which was
generated due to the lack of appropriate purposes and indica-
tors at the planning stage. In response to this assertion, a crite-
rion for evaluability of the initially prepared PDM was added.
Evaluations are made to examine the degree of achievement
by comparing it with the plan, and this criterion asks whether
the plan has gone through many changes at the evaluation
stage. The criterion of “project monitoring” asks whether
information and data necessary for evaluation were accumu-
lated through periodical monitoring, and this was also pointed
out by the first secondary evaluation.

This secondary evaluation found many cases where PDM
was reviewed whenever necessary during the implementa-
tion stage, and there were few major changes in PDM at the
time of the terminal evaluation. However in some cases, the
overall goal was lowered because of a gap between the overall
goal and the project purpose. Some assert that the concept of
changing the overall goal itself is the problem, because overall
goals are, in nature, challenges to be overcome eventually by
the project. Moreover, many pointed out that the setting of
overall goals was inadequate (setting overall goals too high or
too low). In some cases, even though there were changes in
PDM during the implementation process, no information
regarding the details of the change and the changing process
was described or included. The most common comment from
the members had to do with problems with the data necessary
for evaluation. Problems were specifically pointed out regard-
ing the insufficient data accumulation of indicators to measure
the achievement, the inappropriateness of indicators set orig-
inally, and the lack of baseline data.

b. Evaluation Framework
The scores of the sub-criteria in the evaluation frame-

work category are generally high, including “time frame of
evaluation study.” However, the score for the composition of
the study team (impartiality) is somewhat low. This is because
most of the members of the study team are involved in the
project, including project stakeholders from Japanese partner
organizations. The participation of stakeholders who have
provided actual technical assistance in the project can be an
advantage in terms of specialty. However, when all the eval-
uators other than evaluation consultants are parties involved in
the project, independence may be compromised. Thus, it was
pointed out that a structure to include the participation of third
parties should be considered.

As far as study team members are concerned, many
expressed the opinion that the provision of names and affilia-
tions in the report was not enough, and it was hard to under-

stand how they were involved in a given project although it
was assumed from their affiliations that they were concerned
parties in one way or another. Many also pointed out that it
was not possible to identify the specialties and job descriptions
of the members based on their affiliations, and it was hard to
determine the appropriateness of the number and composi-
tion of the staff. With regard to the participation of concerned
parties in the partner country, every primary evaluation is
conducted jointly. A joint evaluation committee was set up
and both parties signed the joint evaluation results. However,
there were comments that it was difficult to judge how much
the partner country was involved in the evaluation, specifi-
cally whether evaluation was carried out jointly, whether con-
cerned parties in the partner country were simply interviewed
by the evaluation team from Japan, and whether they simply
participated in the evaluation committee. Many asserted that
more information about the evaluation framework should be
included to make it explicit as to whether or not it is appropri-
ate.

Many commented that the study period in the schedule
seemed short. As a successful example of efficient study, there
was one case where a part of the team started the preliminary
survey in the project site beforehand, and later they were
joined by the rest of the team members.

c. Information Collection
The scores in this evaluation criterion are in the range of

2.3- and 2.4-points, except for “sufficiency of data/information
obtained.” The highest score is recorded in the sub-criterion of
“data/information sources,” which asks whether the sources of
information are identified adequately, such as the places of
visits, interviewees, and sources of documents. Some primary
evaluations did not sufficiently specify the sources of docu-
ments, but it was evaluated to be appropriate as a whole. 

The criterion of “sufficiency of data/information
obtained” that scored relatively low asks whether information
necessary for evaluation was sufficiently collected. Common
comments on information collection include a lack of data to
verify the degree of achievement, and inadequate information
collection about the effects over development challenges
(overall goal) in contrast with information collection biased
toward the activities and outputs. In addition, in relation to the
sub-criterion of “appropriateness of data sources,” many also
commented that there was insufficient information gathered
from a broad range of sources, particularly from the benefi-
ciaries whose information was important for evaluation. It
was also pointed out that the sources of information depend-
ed heavily on stakeholders and organizations involved in the
project, represented by cases where data were collected from
the records of the project alone or interviews were conducted
only with the parties involved in the project, such as counter-
parts. 
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d. Assessment of Performance
Both of two sub-criteria, “measurement of results” and

“examination of project implementation process,” in this eval-
uation criterion were rated in the 2.4-point range. However,
low scores were given to the two sub-criteria in relation to
causal relationship, one that verifies the framework of the proj-
ect at the planning stage, and the other that verifies the rela-
tionships between the effects and project implementation
through comparison of with/without and before/after.

Many commented that there were few evaluations that
quantitatively verify the effects of a project by comparing
data between before and after the project and between target
and non-target areas. Many also pointed out that examination
of the effects on the overall goal was insufficient. In this
regard, inappropriate setting of overall goals, insufficient col-
lection of data as indicators for the effects on the overall goals,
and inadequate logical presentation on the causal relationship
between implementation of the project and achievement of
overall goals were referred to as problems. Furthermore, in
some primary evaluations, the achievement of outputs and
purposes were measured using only indicators without suffi-
cient examination of the logical framework and the imple-
mentation process, resulting in a failure to analyze promoting
and impeding factors. Nonetheless, others found other pri-
mary evaluations to be exemplary: for example, quantitative
evaluations of effects by comparing the baseline and indicators
and observing year-to-year changes in indicators. Another
good example was the evaluation that analyzed promoting
and impeding factors by combining both quantitative and
qualitative information.

e. Analysis
The score of “objectivity of analysis” is in the 2.4-point

range, whereas “holistic analysis” scored somewhat low.
Many commented that the analysis was superficial; specifi-
cally, that the analysis was weak due to a lack of information
and data; that the analysis was insufficient as it depends solely
upon limited sources of information such as interviews, etc.;
that there was little quantitative analysis; and that there was a
lack of expertise required for the analysis. One primary eval-
uation was criticized as being a mere description of phenom-
ena or an outline of facts, instead of an analysis. The sub-cri-
terion of holistic analysis determines whether an analysis was
performed from various angles by combining several data
analysis methods, however, their scores are low reflecting the
above comments. 

It is worth mentioning that several primary evaluations
gave 8.0 points or more to the criteria of “analysis” in the sec-
ondary evaluation. Such primary evaluations with high scores
performed balanced analyses, using qualitative and quantita-
tive methods based on various kinds of information. 

f. Evaluation
Five sub-criteria out of seven, such as “relevance” and

“sustainability,” were rated at more than 2.3 points, which is
higher than other sub-criteria overall. However, the sub-crite-
ria of “efficiency” and “impact” received somewhat low
scores. 

“Efficiency” received the lowest score among the DAC
Five Evaluation Criteria in the first secondary evaluation as
well. The low score was mainly due to the insufficient evalu-
ation from a cost-effectiveness point of view. Though a few
primary evaluations attempted to analyze cost aspects, there
was no case that succeeded in performing a highly convincing
cost-effectiveness analysis.

As far as “impact” is concerned, many pointed out that the
intended impacts for overcoming some development chal-
lenges (overall goals) were not amply evaluated. In this regard,
the problem in appropriateness of the set overall goal, the lack
of data used as indicators, and the logical issues of causal rela-
tionship were referred to. Some commented that there was
confusion regarding the definition of impacts; for example,
only the unexpected impacts were evaluated in some primary
evaluations without evaluating the intended impacts, namely
the effects on overall goals.

g. Recommendations/Lessons Learned
The sub-criteria of “relevance” of recommendations/

lessons learned, which examine whether recommendations
and lessons were extracted through the process of data analy-
sis and interpretation, were rated higher than 2.3 points. And
the sub-criterion of “convincing recommendations” were also
rated higher than 2.3 points. But the scores of the sub-criteria
in this evaluation criterion are generally low compared to
those in other criteria. In particular, both sub-criteria concern-
ing “sufficiency” scored the lowest among all the sub-criteria
in this check sheet. These sub-criteria determine whether a
set of information, including promoting and impeding fac-
tors obtained through the process of evaluation, was fully
reflected in the recommendations and lessons. 

Many comments indicate that the recommendations and
lessons are superficial. Particularly with regard to lessons,
although many issues on planning and implementation that
could provide insights into lessons for the future are revealed
in the process of data analysis and interpretation, they are not
fully incorporated into the lessons, and those lessons are not
systematically drawn out. As far as “usability” is concerned,
some primary evaluations presented recommendations
according to tasks to be undertaken over the short term or the
long term, as well as tasks on the Japanese side or of the part-
ner country. On the other hand, many commented that rec-
ommendations and lessons needed to be improved since some
recommendations were unclear about by whom and when
they would be undertaken, and also since descriptions of some
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recommendations and lessons were too general and did not
carry specific information.

h. Reporting
The scores for sub-criteria with regard to overall writing

style, including report structure, wording, and clarity of logic,
fall into the 2.5-point range. However, “utilization of tables
and figures” and “presentation of primary data” were rated
low, in the 2.1-point range. Some reports incorporated basic
statistical data in the main text using easy-to-understand tables
and figures, and some reports compiled the results of the ques-
tionnaires and interviews into the main text and were attached
as references at the end of the publication. On the other hand,
there were many reports in which statistical data were listed
only in the annex, and although many documents were
attached, they did not contain important primary information,
such as results of questionnaires, etc. In some reports, large
parts were devoted to supplementary materials, containing
only a few pages of the main text.

i. General Criteria for Good Evaluation
The scores of these sub-criteria are generally higher than

those of other evaluation criteria; those regarding “impartiali-
ty and independence” and “credibility” are particularly high.
Somewhat lower scores are recorded for “usefulness” and
“participation of the partner country,” in which problems
regarding the participation of the concerned parties of the
partner country, information collection from the beneficia-
ries, analysis, and recommendations/lessons were pointed out
as mentioned in other evaluation sub-criteria.

This secondary evaluation examined the relationships
between evaluation criteria using statistical analysis*. It was
found from the analysis that there is a positive correlation
among all the evaluation criteria; particularly strong correla-
tions were observed between “data collection” and each crite-
rion regarding analysis/evaluation (“assessment of perfor-
mance,” “analysis” and “evaluation”); among those three cri-
teria regarding analysis/evaluation; between “recommenda-
tions/lessons” and “assessment of performance”; and also
between “recommendations/lessons” and “analysis.” These
results indicate that the secondary evaluation concluded that
adequate data collection is vital to high quality analysis/eval-
uation, and proper assessment of performance as well as anal-
ysis are essential for drawing high quality recommenda-
tions/lessons. 

In the same way, the rating of “general criteria for good
evaluation” exhibits strong correlations with all the criteria
of “evaluation framework,” “data collection,” “analysis/eval-
uation,” “recommendation/lessons learned,” and “reporting”;

a particularly strong relationship is found with “analysis/eval-
uation” and “recommendations/lessons learned.” In other
words, good evaluation requires quality in analysis/evalua-
tion and recommendations/lessons.

This analysis also shows that there are positive correla-
tions between “evaluability” and all the key evaluation criteria.
Although the correlations with “evaluation framework” and
“reporting” are not so strong, it is strong with “data collection”
and “evaluation.” According to the results of the secondary
evaluation, it can be stated that low evaluability has negative
impacts on proper data collection for evaluation and on eval-
uation itself. However, the correlation between “evaluability”
and “general criteria for good evaluation” is not as strong as
the correlation between the other key evaluation criteria and
“general criteria for good evaluation.” Therefore, when evalu-
ability is low, it creates difficulties in collecting information,
but it does not necessarily reduce the quality of the evaluation.
That may be because there are good evaluations that have
properly analyzed the issues, including the low evaluability, as
seen in some of the target primary evaluations. 

3) Examples of Good Quality Evaluation Reports 

The JICA Guideline for Project Evaluation explains in
detail important points to be considered for appropriate eval-
uations with regard to key criteria such as evaluation frame-
work, data collection, assessment of performance, analysis,
evaluation, recommendations/lessons learned, and reporting.
However, general descriptions do not necessarily help with
concrete understanding. If high quality evaluation reports are
objectively presented using the results of secondary evalua-
tion, these reports can serve as a role model. And if this pro-
cedure is repeated, various models will be put together for
different sectors and issues. It is then expected that quality
will be solidly maintained by actually conducting evaluation
studies and compiling reports while referring to the methods
and contents in those models. 

Under this concept, among the 48 terminal evaluations
subject to secondary evaluation in fiscal 2004, the following
four terminal evaluation reports were selected to serve as
models for others. Each report scored an average of more than
7.5 points in criteria such as key evaluation criteria and general
criteria for good evaluation, which were associated with the
quality of evaluation itself, and scored no less than 6.0 points
in all other criteria, resulting in well-balanced, high quality
evaluation reports on the whole. Many scored more than 8
points in understanding of “assessment of performance,”
“analysis/evaluation,” and “recommendations/lessons
learned.” They commonly came out with a convincing evalu-
ation and through thorough performance assessment and anal-
ysis based on both qualitative and quantitative data, and drew
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specific and highly useful recommendations and lessons.
One promoting factor may be that the primary evaluators

who performed evaluation studies had superior knowledge
and understanding of evaluation and specialty areas. They
were also well versed in evaluation methods. At the same
time, each evaluator was able to obtain adequate data neces-
sary for assessment of performance and analysis, which might
have been due to appropriate monitoring and the accumulation
of necessary data during the implementation stage of the proj-
ect, which could have been a promoting factor to the high
quality evaluation. 

Although some difficulty with the project itself was found
in the Groundwater Development and Water Supply Training
Project in Ethiopia, its primary evaluation earned the highest
scores in many criteria. The difficulty was precisely and
frankly addressed based on very convincing grounds after the
performance assessment of the project and a thorough analysis
of the promoting and impeding factors. That is why many
secondary evaluators acknowledged it as a high quality eval-
uation.  

Terminal Evaluation Reports Rated as High Quality

Evaluations by the Secondary Evaluation

Ethiopia: The Groundwater Development and Water
Supply Training Project

Jordan: Information Technology Upgrading Project 
Jordan: The Project for Family Planning and Gender in

Development
Kenya: Strengthening of Mathematics and Science in

Secondary Education

(2) Year-to-Year Changes in the Quality of

Evaluation

We have thus far examined the quality of evaluation by
means of evaluation criteria targeting 48 terminal evaluations
in fiscal 2002 and 2003. Adding terminal evaluations of fiscal
2001 to these 48 cases, the average scores are computed by the
fiscal years and by the criteria shown in Table 4-3 and Figure
4-5 respectively. In each fiscal year, as explained in the dis-
cussions of evaluation method, the scores are estimated on
the assumption that the target primary evaluation reports were
read and evaluated by all the secondary evaluators, and the
average scores are calculated accordingly. Since the reports in
fiscal 2001 are used for additional analysis to compare with the

results in fiscal 2002 and 2003 and the number of the sec-
ondary evaluators is different, the scores are showed in a dif-
ferent way with dotted lines.

The table and figure show an increase in scores for “eval-
uation framework,” “data collection,” and “analysis/evalua-
tion” (including “assessment of performance,” “analysis,”
and “evaluation”) by the 0.1- and 0.2-point range from fiscal
2002 to 2003, although there are some fluctuations between
the fiscal years. In particular, the score of analysis increased by
the 0.2-point range for three years in a row. However, the
scores of “recommendations/lessons learned,” “reporting,”
and “general criteria for good evaluation” basically remain
unchanged. The score of “evaluability” in fiscal 2003 dropped
from what it was in fiscal 2002. 

The above shows the results of the primary evaluation of
targeted projects alone, not the results that show changes in the
overall terminal evaluations in a given fiscal year. The target-
ed projects in fiscal 2003 and 2001 are 10 primary evalua-
tions for each year, and it is hard to tell whether the same
results would have been obtained from the secondary evalua-
tion targeting all the terminal evaluations. Thus, in order to
identify whether there were year-to-year changes in quality,
the secondary evaluation was carried out using statistical anal-
ysis if all the terminal evaluation results in a given year had
been evaluated*. Table 4-4 shows the summary of the analysis
results. The criteria between which differences in the aver-
age scores were inferred are indicated with circles. When
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Figure 4-5 Year-to-Year Changes in the Quality of Evaluation 

Table 4-3 Score Changes by Fiscal Year and Criteria

2001 6.21 6.58 6.13 6.27 6.33 6.50 6.45 6.11 6.26

2002 6.36 6.46 6.36 6.37 6.50 6.56 6.23 6.48 6.59

2003 6.16 6.65 6.45 6.57 6.77 6.71 6.23 6.50 6.61

FY Evaluability Evaluation
framework Data collection Assessment of

Performance Analysis Evaluation Recommendations/
Lessons learned Reporting General Criteria for

Good Evaluation

*See Technical Notes at the end of chapter 2 (*3 Examination of the differences in quality between fiscal years).



each evaluation criterion conducted by external evaluators
and internal evaluators in fiscal 2002 and 2003.

Evaluation tendencies are similar between external eval-
uators and internal evaluators, and the evaluation scores of
external evaluators tend to be higher. The score differences for
“evaluation framework” and “general criteria for good evalu-
ation” between both groups of evaluators are smaller than
those for other criteria. 

Differences between external evaluations and internal
evaluations are examined for the secondary evaluations on
all the terminal examinations in the target years in the same
manner as the year-to-year changes in the quality using statis-
tical analysis, and the results are listed in Table 4-6*. The cri-
teria with differences are indicated with circles and the group
of evaluators who gave higher scores is placed in brackets.
Consequently, it is found that the evaluation scores of the
external evaluators are higher than those of the internal evalu-
ators for all the criteria except for “evaluation framework”
and “general criteria for good evaluation.” 

2) Difference in the Perspectives of Evaluation

In order to further analyze the difference in perspectives
between external evaluators and internal evaluators, the mean
scores of sub-criteria of each evaluation criterion are com-
pared and shown in Figure 4-7. 

As the figure shows, the sub-criteria scores of the external
evaluators are generally higher. However, there are some sub-
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Table 4-5 Differences in Evaluation Scores between External Evaluation and Internal Evaluation

All evaluators 6.32 6.50 6.38 6.41 6.56 6.59 6.23 6.48 6.60

External evaluators 6.62 6.50 6.73 6.58 6.89 6.84 6.46 6.89 6.68

Internal evaluators 6.09 6.50 6.12 6.29 6.31 6.41 6.06 6.18 6.53

Evaluability Evaluation 
framework Data collection Assessment of

performance Analysis Evaluation Recommendations/
lessons learned Reporting General criteria for

good evaluation

Questions 2001/2002 2002/2003 2001/2003
I. Preconditions for conducting appropriate evaluation (evaluability of target projects)

Evaluability – – –

II. Key evaluation criteria

Evaluation Framework – (03) –

Data Collection (02) – (03)
Analysis/Evaluation (Assessment of Performance) – – (03)
Analysis/Evaluation (Analysis) – (03) (03)
Analysis/Evaluation (Evaluation) -– – –

Recommendations/Lessons Learned – – –

Reporting (02) – (03)
III. General Criteria for Good Evaluation

General Evaluation (02) – (03)

Table 4-4 Examination Results of Year-to-Year Changes in Quality

indicates criteria between which differences in the average ratings were inferred,
whereas – indicates criteria between which no differences were inferred.
(02) shows the group with higher mean scores of fiscal 2002, and (03) shows the
group with higher mean score of fiscal 2003. 

there are significant differences, the fiscal year with the higher
score is presented in brackets.

This analysis result indicates that the mean scores of the
terminal evaluation in the criterion of “evaluability” show no
significant differences from fiscal 2001 to 2002, from fiscal
2002 to 2003, and from fiscal 2001 to 2003. 

The mean scores for “data collection,” “reporting,” and
“general criteria for good evaluation” in fiscal 2002 are high-
er than those in fiscal 2001; the scores for “evaluation frame-
work” and “analysis” in fiscal 2003 are higher than those in
fiscal 2001: and those for “data collection,” “assessment of
performance,” “analysis,” “reporting,” and “general criteria for
good evaluation” in fiscal 2003 are higher than those in fiscal
2001. There are no particular differences in the mean scores
for “evaluation” and “recommendations/lessons learned”
between the fiscal years.

It is fair to conclude that the result shows a year-to-year
increase in the quality of evaluations in all criteria except for
“recommendations/lessons learned” and “evaluability.” 

(3) Difference in Perspectives between External

Evaluation and Internal Evaluation

1) General Tendency

This secondary evaluation examined the differences in
evaluation results between external evaluators and internal
evaluators. Table 4-5 and Figure 4-6 show the mean scores of
the secondary evaluations of the 48 terminal evaluations for
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*See Technical Notes at the end of chapter 2 (*4 Examination of the differences in evaluation results between the external evaluators and internal
evaluators).



criteria carried out by external evaluation that show lower rat-
ing scores, among which all the sub-criteria of “evaluation
framework” were given lower scores  by external evaluators,
and the difference in scores for “participation of the partner
country” is particularly large between the external and internal
evaluators. Other sub-criteria for which the external evaluators
gave lower scores include “data collection methods” and
“appropriateness of data sources” in the evaluation criterion of
“data collection,” “measurement of results” and “examina-
tion of causal relationships between effects and project imple-
mentation though comparison of before/after and with/without
the project” in the criterion of “assessment of performance,”
“impact” in the criterion of “evaluation,” “utilization of tables
and figures” in the criterion of “reporting,” and “usefulness”
and “participation of the partner country” in the “general cri-
teria for good evaluation.”

As for “appropriateness of data sources” in the “data col-
lection” criterion, as mentioned already, it was pointed out
that there is a lack of information from beneficiaries, which is
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Figure 4-7 Differences in Evaluation Results According to Sub-Criteria between External Evaluation and Internal Evaluation

Note: The vertical axes indicate rating scores.

I. Preconditions for conducting apprpriate evaluation (evaluabilty of target projects)

Evaluability (External)

II. Key evaluation criteria

Evaluation Framework –

Data Collection (External)

Analysis/Evaluation (Assessment of Performance) (External)

Analysis/Evaluation (Analysis) (External)

Analysis/Evaluation (Evaluation) (External)

Recommendations/Lessons Learned (External)

Reporting (External)

III. General Criteria for Good Evaluation

General Evaluation –

Table 4-6  Differences in Evaluation Scores between External 
Evaluation and Internal Evaluation

indicates criteria between which differences in the mean scores were inferred,
whereas – indicates between which no differences were inferred.
(External) indicates the question to which external evaluators have given higher mean
scores. 

Questions Existence of Differences in the Mean
Scores of the Population



the same perspective indicated in “evaluation framework” or
“participation of the partner country” in “general criteria for
good evaluation.” The above two sub-criteria in “assessment
of performance” and the sub-criterion “impact” determine
whether effects were verified appropriately. Consequently, it is
fair to state that the criteria that received lower rating scores
from external evaluators than those received from internal
evaluators have something to do with the perspectives of
whether the concerned parties in the partner country partici-
pated, whether the viewpoints of beneficiaries were reflected
in the evaluation, and whether effects of cooperation, particu-
larly on challenges to be overcome (overall goal), were veri-
fied based on appropriate data. One of the reasons external
evaluators gave lower evaluation scores for data collection
methods and the utilization of tables and figures than did inter-
nal evaluators may be due to the fact that many of the external
evaluators are academics well versed in research and study
methodology and thesis writing. Furthermore, internal evalu-
ators gave higher scores to all of the sub-criteria in the criteri-
on of “evaluation framework” than did external evaluators.
This may be because study schedules and the composition of
study teams are to some extent fixed within JICA, and the
internal evaluators may have taken it for granted that there
would be little room for changing those schedules and team
compositions.

3) Consideration of Differences in Evaluation Tendencies

Several analyses were performed to look into differences
in evaluation tendencies for external evaluators and internal
evaluators, respectively, using the secondary evaluation

results.
First, evaluation results using the key evaluation criteria

show that external evaluators tend to give higher evaluation
scores. However, this is proved based on a comparison of the
mean scores of all the evaluators. In order to determine the ten-
dency of individual evaluators, the scores by criteria of each
evaluator are arranged from highest to lowest in Table 4-7.
The tendency varies by individual, but it is found that internal
evaluators tend to give lower scores in general. 

It is generally believed that internal evaluators tend to be
more generous in rating; however, the scores of the secondary
evaluation revealed that internal evaluators are more severe in
rating as a whole. In order to analyze the factors affecting this
tendency, an examination was conducted to find how much
knowledge each evaluator has about target regions and issues.
That is because knowledge about target regions and issues
may affect an evaluation tendency. 

Accordingly, the evaluators who performed actual sec-
ondary evaluations were asked to rate their familiarity with the
target regions and issues for each primary evaluation, using a
four-grade scoring system: (four points=very familiar, three
points=somewhat familiar, two points=have general knowl-
edge, one point=no knowledge at all). Then, mean values for
external evaluators and internal evaluators were calculated.
The degree of familiarity with the regions of external evalua-
tors, expressed in points, was 2.53 and that of familiarity with
the issues was 2.27. The scores for internal evaluators were
1.97 and 1.79, respectively. The external experts’ familiarity
with regions and issues shows a greater standard deviation
and is more widely distributed.
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Table 4-7 Evaluation Tendencies of External Evaluators and Internal Evaluators

Ranking 1 2 3 4 5 6 7 8 9 10 11 12 13 14

I. Evaluability

Evaluability Internal-E External-C External-D External-B Internal-H External-E Internal-F External-A Internal-C Internal-A External-F Internal-D Internal-G Internal-B

II. Key Evaluation Criteria

Evaluation Framework Internal-H Internal-G Internal-E External-B External-E External-F External-C Internal-F Internal-C External-D Internal-A Internal-B External-A Internal-D

Data Collection External-D Internal-E External-B External-C Internal-H External-E Internal-C Internal-G External-F Internal-A Internal-F External-A Internal-B Internal-D

Analysis/Evaluation External-B External-E Internal-H Internal-E External-C Internal-G External-D Internal-C Internal-F External-A Internal-A Internal-D Internal-B External-F
(Assessment of Performance)

Analysis/Evaluation (Analysis) Internal-H External-B External-D External-E External-C Internal-E Internal-G Internal-C External-A Internal-D Internal-A External-F Internal-F Internal-B

Analysis/Evaluation (Evaluation) Internal-H Internal-E External-B External-C External-D External-E External-A Internal-C Internal-G Internal-F Internal-A External-F Internal-D Internal-B

Recommendations/ External-E External-C Internal-G Internal-E External-D Internal-H External-B Internal-C Internal-F Internal-A Internal-D External-F External-A Internal-BLessons Learned

Reporting External-B External-A External-D Internal-H Internal-E External-E External-C Internal-G Internal-C Internal-A Internal-F Internal-B External-F Internal-D

III. General Criteria for Good Evaluation

General Evaluation Internal-H External-E External-B Internal-G External-D Internal-E Internal-C External-C External-F Internal-F Internal-A Internal-D External-A Internal-B

IV. Evaluation of the Project Based on the Report

Relevance Internal-H Internal-E External-B External-C External-E External-D External-A Internal-G Internal-C External-F Internal-A Internal-F Internal-B Internal-D

Effectiveness Internal-H External-B External-D External-E Internal-E External-C External-A Internal-C External-F Internal-G Internal-A Internal-F Internal-D Internal-B

Efficiency Internal-H External-E External-A Internal-E External-C External-B External-D Internal-C Internal-G Internal-A Internal-F External-F Internal-D Internal-B

Impact External-D External-B Internal-H External-E Internal-E External-A Internal-G External-C Internal-C Internal-A Internal-D Internal-F Internal-B External-F

Sustainability External-D Internal-H External-C External-B External-A Internal-E External-E Internal-C Internal-D External-F Internal-G Internal-A Internal-F Internal-B

Overall Evaluation Internal-H External-D External-B External-E Internal-E External-C External-A Internal-C Internal-G Internal-F Internal-A External-F Internal-D Internal-B



Next, the degree to which familiarity influenced the rating
scores of evaluation criteria was examined using statistical
analysis*. The results of the analysis are shown in Table 4-8. 

The cases in which the degree of familiarity influenced the
evaluation scores are differentiated from cases in which the
degree of familiarity has not influenced the evaluation scores
in each group of evaluators, and the tendency toward higher
scores and the tendency toward lower scores are presented in
brackets. The table shows that the influence of the degree of
familiarity with regions or issues on evaluation scores is dif-
ferent between external evaluators and internal evaluators. In
other words, no causal relationships are found between exter-
nal experts’ familiarity with regions and rating scores. On the
other hand, the rating scores tend to be lower when the internal
experts are more familiar with the target region, thus exhibit-
ing a tendency toward stricter evaluations. As far as the degree
of familiarity with issues are concerned, the more external
evaluators are familiar with an issue, the stricter the rating
scores on “analysis” and “reporting” become, and the more
internal evaluators are familiar, the stricter the scores on “eval-
uation framework” become. Based on the above-mentioned
results, one can assume that the internal evaluators gave rela-
tively strict secondary evaluation grades because many inter-
nal evaluators have long working experience and are more
familiar with the target regions. 

The secondary evaluation also analyzed which evalua-
tion criteria or sub-criteria were weighted heavily by each
evaluator using statistical analysis in order to observe differ-

ences in evaluation tendencies for external and internal eval-
uators. Evaluators with similar tendencies were divided into
groups**. The result is shown in Figure 4-8. Evaluation ten-
dencies are more similar when the lines are connected fur-
ther at the left side. The evaluators are tentatively divided into
two groups based on this analysis result, which is shown in
Table 4-9. When the evaluators are classified into two groups,
75% of the internal evaluators are placed in the same group,
whereas the percentage is only 67% for external evaluators,
suggesting that internal evaluators have similar evaluation
tendencies. 
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Type of Analysis
Degree of Familiarity with Regions Degree of Familiarity with Issues

External Evaluator Internal Evaluator External Evaluator Internal Evaluator

I. Evaluability

Evaluability -- -- -- --

II. Key Evaluation Criteria

Evaluation Framework -- (Strict) -- (Strict)

Data Collection -- -- -- --

Analysis/Evaluation (Assessment of Performance) -- (Strict) -- --

Analysis/Evaluation (Analysis) -- -- (Strict) --

Analysis/Evaluation (Evaluation) -- (Strict) -- --

Recommendations/Lessons Learned -- (Strict) -- --

Reporting -- -- (Strict) --

III. General Criteria for Good Evaluation

General Evaluation -- (Strict) -- --

Table 4-8 The Degree of Familiarity with Regions/Issues and Influence on Rating Scores

indicates the presence of influences on the rating score, and – indicates no influence.    (Strict) indicates a tendency toward strict evaluation grades. 

Figure 4-8 Grouping of Evaluators by Evaluation Bias

Group 1 Group 2

External Evaluators Internal Evaluators External Evaluators Internal Evaluators

Table 4-9 Classification of Evaluators by Evaluation Bias

External A, External B, External C, External D

(67% of External Evaluators)

Internal A, Internal B, Internal C, Internal D,

Internal E, Internal F (75% of Internal Evaluators)

External E, External F

(23% of External Evaluators)

Internal G, Internal H

(25% of Internal Evaluators)

*See Technical Notes at the end of Chapter 2 (*5 Analysis of the influence of the degree of familiarity on the rating score). 
**See Technical Notes at the end of Chapter 2 (*6 Classification of different types of evaluation bias).



It is somewhat obvious that internal evaluators have sim-
ilar evaluation tendencies and external evaluators have dis-
similar tendencies, based on the fact that internal evaluators
are engaged in similar work within the same organization,
whereas external evaluators have different expertise and back-
grounds. Also, having a similar or dissimilar tendency does
not impose any problems in themselves. However, based on
the above, it is implied that biased evaluation perspectives
are possible when evaluations are performed only by internal
evaluators who demonstrate high evaluation similarities, and
that external evaluators are not free of personal evaluation
bias and are not necessarily superior in terms of independence
and impartiality. Consequently, it is important to include
greater participation from external evaluators in internal eval-
uations and incorporate various viewpoints into external eval-
uations so as to obtain evaluation results with greater credi-
bility. 

2-2 Secondary Evaluation of Projects
Based on the Primary Evaluation

(1) Results of Secondary Evaluation

We have conducted secondary evaluations of 48 projects
subject to terminal evaluations in fiscal 2002 and 2003 from
the perspectives of the DAC Five Evaluation Criteria and
overall evaluation. Since it was a secondary evaluation, it was
somewhat limited in terms of available information and dif-
ferences in the quality of reports. Nonetheless, evaluation
results (the mean scores for each criterion) based on the infor-

mation given in reports are shown in Figure 4-9. 
“Overall evaluation” scored 6.34 points, placing it at the

“average” level (>= 5 and < 7) in the rating scale. “Relevance”
earned the highest score among the DAC Five Evaluation
Criteria, placing it at the level of “slightly good” (>= 7 and < 9).
Four other criteria achieved the “average” level (>= 5 and < 7);
however, the scores on “efficiency” and “sustainability” are
slightly low.

Next, we examine the distribution of scores. Figure 4-10
shows the distribution of scores obtained from the calculated
mean scores of target projects for each evaluation criterion.
Many fall between 5.5 and 8.0 points on the whole. As far as
“relevance” is concerned, most of the projects achieved more
than 7 points and not a single project got less than 5 points.
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Figure 4-10 Distribution of Scores of Target Projects by Evaluation Criterion

Note: The vertical axes indicate the numbers of projects.
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Figure 4-9 Mean Scores by Evaluation Criterion



Many scores on “effectiveness” and “impact” are between
6.0 and 7.5 points; some projects scored more than 8 points,
whereas others scored less than 5 points. Many scores on
“efficiency” fall within the range of 5.5-7.0, showing some-
what low evaluation results. Most scores on “sustainability”
are between 6.5 and 7.0; however, they are widely distributed
and some received scores in the 3-point range. 

(2) Analysis of Evaluation Results

The secondary evaluation revealed that outcomes were
different from project to project. In order to analyze whether
there are differences in influencing factors on the outcomes of
projects depending on the target region or sector, we have
classified 48 target projects by region and sector. Figure 4-
11 and 4-12 show the mean scores of each evaluation criterion
by region and by sector, respectively.

1) Analysis by Region

The number of target projects is limited in all regions
except Asia and Oceania, and it is therefore not appropriate to
analyze regional trends based on these results alone. As far as
the secondary evaluation in question is concerned, the mean
scores for Africa are generally high; the scores for relevance
are particularly high. The mean scores for Asia and Oceania
are relatively low.

Reasons for high mean scores for Africa may be that there
is an extremely successful project among the target projects
studied in this secondary evaluation and the other projects
also achieved generally good scores with no criteria receiving
less than 5 points. The extremely successful project is
Strengthening of Mathematics and Science in Secondary
Education in Kenya, which achieved the highest scores of the
48 projects in all of the DAC Five Evaluation Criteria and
overall evaluation. This is the only project that received more
than 8 points for “effectiveness” and “overall evaluation”. An
example of a project that received “slightly good” (>= 7 and <
9) for every criterion is the Groundwater Development and
Water Supply Training Project in Ethiopia, which was rated at
more than 8 points for “relevance” and at more than 7 points
for “effectiveness,” “efficiency,” “impact,” and “overall eval-
uation.” 

The quality of the primary evaluations for these two proj-
ects was also regarded as being high. It is fair to assume that
appropriate project implementation, including planning and
monitoring, resulted in the high quality of the primary evalu-
ations, which in turn led to good results for the secondary
evaluation of the project, as mentioned above.

The evaluation results for Asia and Oceania vary partly
due to the fact that there were a large number of projects. The
Technical Cooperation Project for Ensuring the Quality of
MCH Services through MCF Handbook in Indonesia received
scores within the 7-point range on “relevance,” “effective-
ness,” “impact,” and “sustainability” for the DAC Five
Evaluation Criteria and “overall evaluation.” However, the
Secondary School Teacher Training Project in Science and
Mathematics in Cambodia and the Project for Enhancement of
Capabilities in Flood Control and Sabo Engineering of the
Development of Public Works and Highways in the
Philippines received “poor” (>= 3 and < 5) ratings for several
criteria including “overall evaluation.”

The Secondary School Teacher Training Project in
Science and Mathematics in Cambodia supported the formu-
lation of mid- and long-term plans for developing and training
teachers in secondary science and mathematics, as well as
enhancement of the functionality and capacity of the teacher
training school, which is meant to improve the quality of basic
education in Cambodia. Although the purpose of formulating
mid- and long-term plans was mostly achieved, the project
activities for the enhancement of functionality and capacity of
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Figure 4-11 Mean Scores of Each Evaluation Criterion by Region
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Figure 4-12 Mean Scores of Each Evaluation Criterion by Sector



the teacher training school had to be changed due to lack of
basic capacity of Cambodian teachers and poor training facil-
ities, both of which exceeded initial estimations. The purpose
was not fully accomplished during the original period of the
project. Consequently, the secondary evaluation gave low
scores for “effectiveness,” “efficiency,” “sustainability,” and
“overall evaluation,” though “relevance” received a high
score. 

The Project for Enhancement of Capabilities in Flood
Control and Sabo Engineering of the Development of Public
Works and Highways in the Philippines was implemented to
strengthen the system of newly established disaster prevention
organizations in the Philippines, where floods and landslides
caused by typhoons lead to enormous human suffering and
financial problems every year. Focusing on capacity develop-
ment for the field staff of local offices in particular, this project
extended cooperation to improve technical standards, train
technicians, and establish a basic information system required
for disaster prevention programs. However, inputs were post-
poned due to chronic budgetary deficits on the Philippine side
and an additional survey became necessary due to inadequate
or false information related to disaster prevention. The delay of
activities prevented the achievement of intended outputs. This
led to low scores for “effectiveness,” “efficiency,” and “sus-
tainability” in the secondary evaluation results. With regard to
“relevance,” someone commented that the necessity was
acknowledged but the priority on the Philippine side was
questionable, which is why it received a low score for “overall
evaluation.” 

The cooperation periods for the Secondary School
Teacher Training Project in Science and Mathematics in
Cambodia and the Project for Enhancement of Capabilities in
Flood Control and Sabo Engineering of the Development of
Public Works and Highways in the Philippines were extended
in response to the terminal evaluation results. Cooperation to
achieve the goals is currently underway.  

In the Middle East, there are no projects that received less
than 5.0 points for each criterion. An example of a project with

many “slightly good” ratings (>= 7 and < 9) is the Information
Technology Upgrading Project in Jordan, which received
scores in the 7-point range for “relevance,” “effectiveness,”
“efficiency,” “impact,” and “overall evaluation.” The quality of
the primary evaluation of this project was also as high as those
for the projects in Kenya and Ethiopia mentioned earlier. 

In Latin America, the Project for the Strengthening of
Agricultural Technology Development and Transfer in El
Salvador received scores in the range of 7- and 8-points for
“relevance,” “effectiveness,” “impact,” and “overall evalua-
tion,” among which the score for “overall evaluation” was
particularly high, following the project in Kenya. In Latin
America, the Brazilian Amazon Forest Research Project
received “average” (>= 5 and < 7) grades for “relevance,”
“effectiveness,” and “efficiency,” but the grades for “impact”
and “sustainability” were slightly low, and the score for “over-
all evaluation” remained in the 4-point range. This project
supported improvement of techniques for forest conservation
and restoration of denuded lands with the aim of establishing
sustainable utilization of forest resources in the Amazon
region, and it transferred techniques to the target research
institutions for analyzing characteristics of denuded lands as
well as tree types that are important for forest conservation and
the rehabilitation of denuded and degraded lands. The intend-
ed outputs were accomplished and the capacities of the
research institutions increased, thus achieving technical sus-
tainability. However, financial problems due to lack of budget
were pointed out, and the score for “sustainability” was low in
the secondary evaluation. Furthermore, not a few secondary
evaluators mentioned problems with contributions of the pro-
ject to removing obstacles identified in the first place. While
basic research is important, they said, it has not reached the
point where technical improvements show a relationship to the
utilization of techniques. This led to low scores for “impact”
and “overall evaluation.”

2) Analysis by Sector

As to analysis by sector, the number of target projects
differs from sector to sector, and so it is not possible to analyze
trends based on the results of the secondary evaluation alone.
However, as far as the 48 target projects are concerned, as
Figure 4-12 shows, the mean scores for the projects in the
mining and industrial sector are generally high. The mean
scores for the forestry and natural environment sector are low
as a whole, and sustainability is particularly low. 

The reasons for the high average grades in the mining
and industry sector is that there are many projects with high
evaluation results as a whole. Those projects include the above
mentioned Information Technology Upgrading Project in
Jordan, the Project on Electrical and Electronics Appliances
Testing in the Philippines, the Project on Electric Power
Technical Standard Establishment in Laos, and the Project
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The Groundwater Development and Water Supply Training Project in
Ethiopia obtained favorable evaluation results in major criteria such as
“relevance.”



on Upgrading Verification and Inspection Technology in the
Area of Mass in Paraguay. These projects received scores in
the 7-point range for “overall evaluation,” and the scores are in
the 6-point range for other criteria.

In contrast, in the field of forestry and natural environ-
ment, the score for “overall evaluation” of the Brazilian
Amazon Forest Research Project is in the 4-point range, and
other projects received “average” (>= 5 and < 7) grades, which
is why the mean scores are relatively low on the whole. The
mean scores for “sustainability” were lowered by two proj-
ects in Laos with scores in the 4-point range; namely, the
Forest Conservation and Afforestation Project in Laos and
the Aquaculture Improvement and Extension Projects. Of
these two projects, the Forest Conservation and Afforestation
Project in Laos received a comment that referred to problems
of sustainability in terms of organization and finance, although
technological sustainability has been secured. The problems of
financial sustainability is also pointed out in Aquaculture
Improvement and Extension Projects. This suggests that the
problems in these two projects may embrace elements
attributable to the target country itself, rather than to a given
sector. Nonetheless, no particular problem was raised about
the Project on Electric Power Technical Standard
Establishment in Laos since the government has declared its
commitment. Partly because of the limitation of information
based on the primary evaluations, it is not necessarily appro-
priate to compare these projects. Still, the commitment of the
government may have affected the differences in scores by
sector since the government’s priority is related to financial
sustainability. However, it must be noted that the priorities
of a government are not always consistent with development
needs. 

3) Differences in Perspectives between External

Evaluations and Internal Evaluations

Project evaluation results based on the information given
in reports were compared in order to examine differences

between external evaluations and internal evaluations, as in the
quality of primary evaluation. Figure 4-13 shows the mean
scores given by external evaluators and internal evaluations by
evaluation criterion. Table 4-10 shows the result of the statis-
tical analysis of the differences between external and internal
evaluators, using the same method as that used for the quality
of evaluations.

As these Figure and Table show, internal evaluators gen-
erally tend to be stricter in evaluating projects based on reports.
The difference in the mean scores given by the two groups of
evaluators is particularly large for “relevance” and “effective-
ness,” where internal evaluators gave some harsh scores.
However, the scores for “efficiency” and “impact” do not
exhibit much difference between those given by the internal
evaluators and those given by the external evaluators. This
corresponds to observances made in the secondary evalua-
tion on the quality of the primary evaluations: (1) external
evaluators gave lower ratings for “impact” among the DAC
Five Evaluation Criteria than did internal evaluators, and (2)
there was less of a difference in the scores for “efficiency”
between the two groups of evaluators compared with the rest
of the evaluation criteria. 
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Figure 4-13 Mean Scores by Evaluation Criterion

Evaluation criteria Differences in the population mean

Project evaluation observed from the reports (Five Evaluation Criteria)

Relevance (External)

Effectiveness (External)

Efficiency (External)

Impact (External)

Sustainability (External)

Overall evaluation (External)

Table 4-10 Examination Results on the Differences between 
External and Internal Evaluations

indicates a case where it has been inferred that there are differences in the
mean scores of the population; whereas – indicates a case where it has been
inferred that that there are no differences.
(External) indicates a question for which external evaluators are determined to
have given higher mean scores. 

Quality evaluation was conducted in the Information Technology
Upgrading Project in Jordan, which obtained good evaluation results at the
same time.



3 Summary of Evaluation Results and
Recommendations

(1) Quality of the Primary Evaluation

It is fair to conclude from the results of the secondary
evaluation that JICA’s terminal evaluations fulfill a certain
level of quality on the whole. Year-to-year improvements in
quality are also observed; the quality of “data collection,” and
“assessment of performance” and “analysis” are steadily on
the rise. On the other hand, the quality of “recommenda-
tions/lessons learned” is relatively low and has shown little
improvement. “Recommendations/lessons learned” are
important for the improvement of projects through the uti-
lization of evaluation results, and therefore more efforts are
required to improve quality. 

As far as evaluation methods are concerned, it is necessary
to collect information not only from parties and agencies
involved in projects, but also from beneficiaries while encour-
aging greater participation from partner countries in evalua-
tions. It is also recommended to collect sufficient qualitative
and quantitative data and to conduct more in-depth analysis by
combining several analysis methods. In this connection, the
quantitative aspects, such as collection of quantitative data
and application of quantitative analysis methods, are weak. It
is also generally observed that performance assessment in
terms of achievements of overall goals is no more than a mere
formality. One of the reasons for this may be the fact that the
occurrence of effects of a project on the overall goal is limited
at the time of the project’s completion. Nevertheless, the ques-
tion of whether these effects occur or not determines the value
of a project as long as the project is carried out to overcome
development challenges, which can be evaluated by assessing
the achievement of its overall goal.

Furthermore, in order to perform appropriate evaluations,
the project itself plays a significant role in providing appro-
priate purposes and indicators as well as in appropriately
establishing a logical framework for achieving effects. It is
difficult to evaluate a project if its evaluability is low with
insufficient plans and data, and consequently, the quality of the
evaluation tends to be low. Naturally, a project with low evalu-
ability does not always lead to a low quality evaluation and
vice versa. However, as the four terminal evaluations chosen
as good evaluations by the secondary evaluation as well as the
results of the secondary evaluation on these projects in ques-
tion show, proper project planning, monitoring, and manage-
ment are crucial for carrying out high quality evaluations.
High quality evaluations are important so that readers of the
reports can duly appreciate those projects that have favorable
outcomes. 

Among the primary evaluations subject to the secondary
evaluation, some evaluations were rated high for each criteri-
on of “evaluation framework,” “data collection,” “analysis/

evaluation,” “recommendations/lessons learned,” and “report-
ing,” or for several other criteria. They can be role models
like the aforementioned four project evaluations. The belief is
that sharing knowledge on how these high quality evaluations
were performed and the evaluation results compiled is useful
for improving the quality of evaluations. For example, not a
few reports demonstrated insufficient writing skills; however,
such a problem could easily be solved by referring to those
reports where the presentation quality is good. In addition,
many reports are compiled on the assumption that they will be
used mainly as operational documents by concerned parties,
and the aim of explaining the projects to outside readers has
not been emphasized. Thus it seems necessary to establish a
common recognition of this issue. 

(2) Project Evaluation Based on the Information

Given in Reports

It is fair to conclude that “relevance” of the target projects
was generally high, and the results attained a certain level of
outcome. While some projects achieved a high level of out-
come, a few received low evaluation results; and the scores for
“sustainability” vary widely from project to project. As for
“sustainability,” the first secondary evaluation that targeted
40 terminal evaluations in fiscal 2001 also concluded that there
were substantial differences among the projects. In order to
upgrade the sustainability of JICA’s projects as a whole, it
seems useful to first identify projects with high sustainability
using the results of secondary evaluation, as well as analyze the
experiences of such projects and share the results as an asset of
the entire organization for the spread of good practice.

“Efficiency” was rated slightly lower than other criteria in
general. The issue of timing in terms of inputting human
resources and equipment was pointed out in the evaluators’
comments on “efficiency.” Many expressed that it was diffi-
cult to identify highly efficient projects because the economic
efficiency and/or cost-effectiveness of the input are not
described sufficiently. The project evaluation based on the
information given in the reports of the first secondary evalua-
tion also rated efficiency low for the same reason. Insufficient
evaluation from the viewpoint of cost was indicated as an
issue associated with efficiency in the primary evaluation on
quality as well. Incorporating cost aspects into a project man-
agement is one of the issues to be considered in planning,
implementation, and evaluation of a project. 

(3) Improvement of the Secondary Evaluation

Check Sheet

The Secondary Evaluation Working Group worked to
recommend improvements for the secondary evaluation check
sheet; specifically, recommendations on weightings of the
sub-criteria for each evaluation criterion and suggestions for
improvements concerning criteria. 
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Evaluability

deepened and the diversity of evaluation results among eval-
uators was standardized. When a secondary evaluation is per-
formed by different evaluators, it is important to share aware-
ness of the evaluation perspectives among evaluators, and
thus trial evaluations are useful.
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Table 4-11 Improvement Proposal for the Secondary
Evaluation Check Sheet

Working
Group’s
Proposal

Major Criteria Sub-criteria

Evaluation
Framework

Data Collection

Assessment of
Performance

Analysis

Evaluation

Recommendations
/Lessons Learned

Reporting

General Criteria
for Good
Evaluation

Evaluability of the initially prepared PDM

Evaluability of outputs, project purpose and overall goal

Logic of project design

Project monitoring

Time frame of evaluation study

Evaluation team composition- Impartiality

Evaluation team composition -Specialty

Level of counterpart participation

Evaluation questions

Data collection methods

Data/information sources

Appropriateness of data sources

Sufficiency of data/Information obtained

Measurement of results

Examination of project implementation process 

Examination of causal relationship—Logic of project design

Examination of causal relationship—Before and after

Objectivity of analysis

Holistic analysis

Analysis of promoting and impeding factors

Relevance

Effectiveness

Efficiency

Impact

Sustainability

Basis of evaluation results

Conclusion

Relevance of recommendations

Convincing recommendations

Sufficiency of recommendation

Usability of recommendations

Relevance of lessons learned

Convincing lessons learned

Sufficiency of lessons learned

Usability of lessons learned

Presentation/ legibility

Clarity 

Utilization of tables and figures

Presentation of primary data

Usefulness of evaluation information

Impartiality and independence

Credibility

Participation of the partner country

4

4

6

6

3

6

6

4

8

2

6

4

4

6

6

5

6

4

5

5

5

3

5

0

7

6

4

5

6

4

5

7

4

4

5

5

5

5

*See Technical Notes at the end of Chapter 2 (*7 Statistical analysis concerning proposed weightings of sub-criteria and *8 Selection of evaluation criteria).

To this end, the working group analyzed which sub-crite-
ria were emphasized for evaluations and formulated a plan
for a statistical analysis. Along with this, the sub-criteria that
have such strong correlations that similar information can be
obtained even when combined were statistically analyzed,
and a proposal to reduce and combine these sub-criteria was
drawn up*. 

Using this proposal as a reference, and based on the results
of the secondary evaluation, the working group further dis-
cussed the criteria and the weightings to be applied in order to
improve the quality of evaluations in the future before finaliz-
ing the proposal of the improved check sheet. The improve-
ment proposal is shown in Table 4-11. In order to compile a
design for the weightings, the sub-criteria were assigned up to
five points each, and the points for major criteria (the sum of
all the points of the sub-criteria) were calculated. Then the
weightings of sub-criteria for each major criterion were exam-
ined and the points for major criteria were allocated to each
sub-criterion according to its weighting. Since the number of
sub-criteria is different for each major criterion, the points
given to each major criterion are not the same. As described in
section 1-1 (4), Evaluation Methods, the total score, which is
the sum of the points of the major criteria, does not directly
indicate the quality of evaluation, and therefore, the section of
the total score is not provided. Thus, the weighting of each
major criterion is not established. 

Finally, some points that were noticed during the process
of this study are described below for the implementation of
future secondary evaluations. First, secondary evaluation is
limited because the evaluation is based on primary evalua-
tion reports. Thus, it is difficult to make proper judgments
unless the reports contain sufficient and relevant information.
The information required for secondary evaluation is neces-
sary for not only the secondary evaluation but also for third
parties to determine whether the target primary evaluation
was conducted appropriately. In this sense, the aforemen-
tioned information on the composition of the study team and
evaluation methods needs to be described in the report. In
addition, the criteria directly associated with the project itself,
such as “evaluability,” are more difficult to assess than are
other criteria.

Furthermore, this year’s secondary evaluation carried out
several trial evaluations, including the design of the check
sheet used for the actual secondary evaluation, with the par-
ticipation of all the members using the same report. During the
process, a common awareness of the significance in the per-
spectives of evaluation and focus points of sub-criteria was



[New Attempts in Secondary Evaluation]

The result of the second secondary evaluation has been
published, following the first one in fiscal 2003. In the last
fiscal year, it was revealed that each external expert had eval-
uation tendencies, and it was specifically indicated that it was
important to compare evaluations performed by several eval-
uators in order to obtain bias-free evaluation results. New
attempts were made this fiscal year, such as an analysis of
year-to-year changes by comparing data with the last fiscal
year and the participation of JICA staff in the secondary eval-
uation, in addition to the participation of external experts. 

If the evaluation results are not reliable, the feedback
effects will be limited. Even though there may be no evalua-
tion results that convince everyone, it is still possible to build a
framework to obtain an evaluation result that will convince as
many people as possible. The secondary evaluation was
devised to be such a framework.

Comparisons between JICA staff and external experts are
not just interesting. They are also beneficial. Although the
results for this fiscal year have not clarified which viewpoints
differ between the two groups and why, we still need to con-
tinue these attempts. JICA is endowed with highly compe-
tent human resources. It is primarily necessary to utilize those
human resources within JICA for evaluations.

The secondary evaluation activities carried out by JICA
staff with external experts would enable JICA staff to under-
stand the evaluation from a third-party perspective, and at the
same time allow external evaluators to develop evaluation
views without self-righteousness or bias. In evaluation, the
differences between external experts and JICA staff rest mere-
ly in their respective positions and experiences, and there can
be no claim of superiority on the part of either party. Mutual
understanding of each other’s viewpoints will nourish the
evaluation capacity of individual evaluators and at the same
time substantiate evaluation.

[Evaluation of Evaluators]

Identification of the evaluation tendencies of evaluators
means evaluation of evaluators. In general, certain evaluation
tendencies of evaluators—not limited to experts—are not
always harmful in nature. It is natural that the evaluators’ spe-
cialties, experiences, and sense of value influence evaluation

tendencies. Nonetheless, it is still desirable to obtain the same
evaluation results whenever the same evaluator performs. If
the result changes every time, it is not reliable. It is not certain
whether this actually happens since, in reality, one person
does not evaluate the same project many times. We can mea-
sure reliability by calculating general evaluation tendencies
and dividing the evaluation tendencies into true tendencies
and errors by way of the method used in this study. If the
errors are significant and the evaluation tendencies fluctuate
widely, the evaluation results are not reliable. It would be pos-
sible to improve the qualification of evaluators through the
continuation of such attempts. 

[Field-oriented Approach of Evaluation]

The new ODA Charter and the new ODA Medium-term
Policies emphasize a field-oriented approach. The field-ori-
ented approach should include evaluation activities, in addi-
tion to formulation and implementation of projects. If most
evaluations are lead by overseas offices in a decentralized
way, a framework should be established to check and maintain
quality at a certain point. The more important evaluations
become, the more necessary quality assurance becomes.
Using this secondary evaluation scheme, it will be possible to
establish a framework to check the quality of evaluations at the
headquarters. If there is any problem with the quality of eval-
uations, it will also be possible to identify the cause, whether it
is the projects, evaluators or the implementation structures of
the overseas offices. 

[Emphasis on Outcomes]

Important criteria for determining the success of a project
is the occurrence of outcomes, which is the evaluation view-
point that generates large differences in judgements between
external experts and JICA staff in the results of secondary
evaluations. In the context of a PDM, it is the viewpoint that
determines whether or not the overall goal has been achieved.
Without outputs no outcomes will occur; however, even if
there are outputs, outcomes do not always spontaneously
occur. That is partly because it takes time for outcomes to
occur, but more importantly, it is because the pathway from
outputs to outcomes is relatively narrow. The number of out-
puts that contribute to the outcome is not usually one, and the
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degree of contribution varies. If the degree of contribution is
originally small, no visible changes will occur in outcomes
even after time passes. Besides, the more time that passes, the
stronger the influence of outputs unrelated to the project
becomes. Thus it is difficult to verify whether the change in
outcome is caused by the output of the project, even if there is
a change. It is theoretically understood that outcomes will
occur as time passes, but the chance to actually measure the
contribution gets smaller as time passes.

A project generally lasts three to five years. At the time of
the completion of a project, we expect an incipient outcome
resulting from the activities conducted at the initial stage of the
project, and it is important to identify this emergence accu-
rately. Even if there is a long time period between an output
and the emergence of a full-scale outcome, it is possible to
provide a more accurate outlook of the occurrence of out-
comes by citing various intermediate outcome indicators on its
way. Instead of describing in the report, “Outcomes have yet
to occur,” one should make an effort to describe in detail what
kind of outcomes are starting to take shape. 

[Evaluation with Program-oriented Viewpoint]

It was considered important to carry out a project with
the prospect of a causal relationship: the sequence from project
activity to output to outcome to impact. And it was considered
desirable to evaluate the project in that order. These ideas still
hold water today, but we can have more than one pathway if
the cause-effect relationship is reversed, moving backwards
from what kinds of outcomes are needed to get impacts, and
then, what kinds of outputs are necessary to obtain outcomes,
and so on. Based on the outcome-focused trend, it is first nec-
essary to specify what kinds of impacts and outcomes are
needed. In order to significantly contribute to the occurrence of
such impacts and outcomes, the formulation of a project
requires a program-oriented viewpoint that allows for sys-
tematic projections of various elements. Thus, when a pro-
gram is designed to achieve impacts by means of the multiple
sequences of cause and effect from a program-oriented view-
point, the same viewpoint is necessary for evaluations as well. 

There are also many elements that have previously been
clustered in one category of external factors in the PDM, but
that should naturally be addressed as part of a project. If that is
the case, it is important to carry out evaluations while giving
due consideration to various elements from the program-ori-
ented viewpoint.  

[Tools for Project Improvement]

Evaluation requires money, so methods for improvement
and how much improvement has been made must be consid-
ered in terms of the evaluation’s expense. The primary objec-
tive of evaluation is to make improvement. This analysis
showed improvements in the quality of evaluation reports,
which are attributed to recent efforts, including the compila-
tion and thorough implementation of evaluation guidelines.
JICA also introduced a consistent evaluation system from the
ex-ante to ex-post stages in 2001, and revised its guidelines in
February 2004. It is worth noting how these efforts are reflect-
ed on the quality of evaluation. 

Paying attention to the evaluation viewpoints used in this
report can generate guidelines as to how a project should be
formulated to obtain outcomes easily. If a project plan is based
on the understanding of what is being evaluated and on atten-
tion to achievements, the quality of project formulation will be
improved accordingly. The secondary evaluation sheet devel-
oped by this working group can also be used as a check list
during project formulation. Since one understands the per-
spectives from which a project is consequently evaluated, it is
easier to attain outcomes when a project is formulated with
due consideration given to these perspectives. Similarly, it is
better to improve the outcomes of the project itself and to ver-
ify the improvement by presenting, in an easy way, the points
to be considered when implementing a project. 

If a report forces you to read between the lines to find
points for improvement, then the report is not practical at all. It
will be increasingly important in the future to formulate guide-
lines and check sheets for formulation and implementation
of projects based on evaluation reports, and to process and
transmit information so that anyone can use evaluation results
easily.

[Closing]

Evaluation is a mechanism for providing quality assur-
ance of projects. It goes without saying that every staff mem-
ber’s commitment is important for improving the quality of
projects, but it is also important to establish a mechanism that
ensures this quality and supports their commitment. The eval-
uation activity presented in this report is still in the second
year, and we want to see JICA exert efforts to continue ambi-
tious evaluation activities such as those presented above.
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I would like to express my sincere gratitude to the mem-

bers of the Secondary Evaluation Working Group of the

Advisory Committee on Evaluation who examined better

methods and  implemented reliable and convincing evalua-

tions on 58 terminal evaluations using their expertise.

JICA set up the Advisory Committee on Evaluation in fis-

cal 2002 and introduced the secondary evaluation performed

by the committee members. The secondary evaluation is con-

sidered significant for JICA to increase the transparency and

objectivity of its evaluations and to provide more proper

accountability. It is also quite beneficial to hear suggestions

for improvements in the quality of evaluation. Consequently,

the result of the secondary evaluation conducted in the last fis-

cal year was compiled and published in the Annual Evaluation

Report 2003. The JICA Guideline for Project Evaluation was

then greatly revised in February 2004 utilizing valuable sug-

gestions and advice. JICA is currently making efforts to con-

solidate the evaluations based on the revised guidelines and

improve the quality of evaluations.  

The secondary evaluation in this fiscal year has provided us

with a large number of valuable suggestions concerning the

quality of evaluations and JICA projects through more in-depth

analysis. The evaluation result states that evaluations and proj-

ects have achieved a certain level of quality, and that the qual-

ity of evaluation in particular is rising every year. This is good

news for JICA, which has been making efforts to improve

evaluations and projects. However, it also indicates that various

issues remain, such as the low quality of recommendations/

lessons for feedback into new projects, the weak perspective of

efficiency and impact, the participation of developing coun-

tries in evaluation, and insufficient information collection from

beneficiaries. Based on these suggestions, JICA will continue

in its efforts to improve evaluations and projects. 

As part of these efforts, as indicated in the recommenda-

tions, JICA will continue and enhance secondary evaluation in

the future, and will make efforts to improve the quality of pri-

mary evaluations using the secondary evaluation check sheet

presented in this report for better management of JICA’s eval-

uations. 

JICA is currently promoting a field-oriented approach

toward the implementation of more effective projects, and

overseas offices are increasingly playing a more central role in

the identification, formulation, planning, implementation, mon-

itoring, and evaluation of projects. Under such circumstances,

enhancement of the evaluation system and improvement of

the quality of evaluations of overseas offices are important

issues for promoting the field-oriented approach. Since sec-

ondary evaluation helps overseas offices control the quality of

evaluations and improve projects through the evaluations, we

will examine the systematic use of secondary evaluation. 

In addition, awareness of the evaluation viewpoints during

project formulation is essential for the outcome-oriented man-

agement of projects and, accordingly, JICA will consider the

use of the secondary evaluation check sheet from that point

of view. 

In the meantime, in light of the importance of a program-

oriented viewpoint in the formulation and evaluation of proj-

ects toward the solid achievement of results and impacts, JICA

is currently committed to enhancing its program approach. To

be more specific, in fiscal 2004, JICA introduced a system to

manage and operate the planning and implementation of proj-

ects within the program unit, which had previously never been

carried out beyond mere conceptualization, using budget allo-

cations at the program level. As for evaluations, based on expe-

riences in country-program evaluations and program-level

evaluations, JICA is currently making efforts to improve eval-

uation methods and programs using evaluations in order to

respond to the formation of programs and improve the quality

of evaluations of programs. JICA, with advice from the

Advisory Committee on Evaluation, will continue our efforts in

these tasks. 

Finally, in response to advice stated in the secondary eval-

uation of last fiscal year that it is useful to present specific

examples of good evaluation to improve the quality of evalua-

tions, JICA launched the JICA Good Practice Evaluation

Award in fiscal 2004. By selecting evaluations demonstrating

good feedback of results and quality evaluations as good prac-

tice and widely sharing them as role models, JICA intends to

learn at the organizational level. Four terminal evaluation

reports that were regarded as good evaluations in the secondary

evaluation were selected and awarded Outstanding Evaluation

Awards as part of the first JICA Good Practice Evaluation

Award. JICA would like to accumulate positive evaluation

models that will lead to improvements in the quality of evalu-

ations by selecting high quality evaluations objectively using

the results of secondary evaluation and sharing the character-

istics of good evaluations through JICA Good Practice

Evaluation Award.

Reflecting on the Results of Fiscal 2004 Secondary Evaluation 
—Usefulness of the Secondary Evaluation Results and Application by JICA

Chairperson of the Evaluation Study Committee, JICA

Seiji Kojima, Vice-President
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*1 Estimation of evaluation scores
When estimating evaluation scores for the evaluation criteria and
sub-criteria that have not been evaluated by each evaluator, a
multiple regression analysis was made by setting dummy vari-
ables of projects and evaluators as explanatory variables and eval-
uation scores of individual evaluators as dependent variables,
using the following regression equation. The same process was
applied to all the evaluation criteria and sub-criteria on the check
sheet of the secondary evaluation.

= estimated rating for evaluation criteria and sub-criteria on

the check sheet (9 evaluation criteria and 43 sub-criteria)

( i=1, ..., 48,  j=1, ..., 52, k=1, ..., 14) ( i: the number of projects, j:

the number of evaluation criteria/sub-criteria, k: the number of

evaluator)

= dummy variable for all 48 projects from fiscal 2002 and

2003 ( i=1, ..., 48) (Dp=1 or Dp=0)

= dummy variable for evaluators (k=1, ..., 14) (De=1 or

De =0)
= coefficient which represents evaluation tendencies indi-

cating the evaluation bias of each evaluator. From the definition of
the mean, the sum of differences between the mean value and
the value of each datum must be zero. Therefore, by defining
the sum of the coefficients for each evaluation bias as zero, the
estimated rating of evaluation criteria and sub-criteria correspond
to the mean rating obtained from the evaluation conducted by all
the evaluators. In other words, 

In addition, only two evaluators performed evaluations in fiscal
2001, but the estimated values of the evaluation ratings by the
rest of the 12 evaluators were obtained using the coefficients of
the evaluation bias of fiscal 2002 and 2003.
Dummy variables are used to incorporate qualitative phenomenon
into regression analysis. The number of required dummy vari-
ables is one less than the number of categories, and its value is
the combination of 0 and 1. Also, the regression analysis is a tool
for analyzing whether a factor X would have an impact on a factor
Y, and how much of an impact there would be if any. When there
are more than two factors of X, the regression analysis is called a
multiple regression analysis.

*2 Correlation among evaluation criteria
Correlation among evaluation criteria was analyzed using a corre-
lation coefficient. A correlation coefficient is the statistic used to
infer relationships between quantitative variables. The correla-
tion coefficient takes any value between -1 and +1. The correla-
tion becomes stronger as the value approaches  +_ 1. A negative
correlation is represented by the value approaching -1, and the
value approaching +1 indicates a positive correlation.
All of the correlation values in the evaluation criteria of this sec-
ondary evaluation are significant at the +_ 1% level. Particularly
strong correlations are shown with the correlation coefficient of
0.7 or larger in the relations between “data collection” and all
the sub-criteria in “analysis/evaluation” (assessment of perfor-
mance, analysis and evaluation); among three criteria in the “anal-
ysis/evaluation”; between “assessment of performance” and
“recommendations/lessons”; between “analysis” and “recom-
mendations/lessons”; between “analysis/evaluation” (all sub-cri-

teria) and “general criteria for good evaluation”; and between
“recommendations/lessons” and “general criteria for good eval-
uation.” In addition, it was found that “general criteria for good
evaluations” have strong correlations, which were shown by a
correlation coefficient of 0.6 or larger, with “evaluation frame-
work,” “data collection,” and “reporting.”

*3 Examination of the differences in quality between fis-
cal years

Analysis of variance and multiple comparisons were used for the
examination of quality between fiscal years. Analysis of variance
is a method that verifies differences among three or more popu-
lation means. Multiple comparison is a tool to identify where the
difference actually exists in the analysis of variance among
groups. The LSD procedure was used for the analysis of vari-
ance, from which significance could be easily determined. It was
then determined to be significant if the probability of no difference
between population means is less than 5% (significance level of
less than 0.05) (there is a difference in the mean scores with
95% of probability)

*4 Examination of the differences in evaluation results between
the external evaluators and internal evaluators

A verification of the differences in population mean is used for the
examination of the differences in evaluation scores. Verification of
the differences is a method to verify if a population mean is equal
to a specific value and if two population means are equal.

*5 Analysis of the influence of the degree of familiarity on
the rating score

A regression analysis was performed on evaluators, using sub-cri-
teria, fiscal years, and degree of familiarity as independent vari-
ables, and evaluation criteria as dependent variables. Regression
analysis is a tool to determine if a factor X has an impact on a fac-
tor Y, and how much that impact would be, if any.

*6 Classification of different types of evaluation bias
A classification of different types of evaluation bias is conducted
first by factor analysis to get the mean value of the derived factor
scores of each evaluator. Respondents were then divided into
groups by means of cluster analysis. Factor analysis is a method
for extracting commonality of variables when there are many
variables and for explaining data using the commonality. Factor
scores are the scores of factors calculated in each observation.
Cluster analysis is a method for dividing samples and variables
into groups with similar characteristics, and Figure 4-8 shows the
Ward’s method of cluster analysis.

*7 Statistical analysis concerning proposed weightings of
sub-criteria

Designating evaluation criteria as dependent variables, and sub-
criteria as independent variables, a multi-regression analysis was
performed using standardized regression coefficients, and the
results of the factor analysis, described above (6), were also taken
into consideration in addition to the coefficients of the regres-
sion analysis. Standardized regression coefficients are coeffi-
cients obtained from regression analysis after all coefficients are
standardized.

*8 Selection of evaluation criteria
Sub-criteria with particularly strong correlations and high factor
loading values (higher than 0.4 in the absolute value) of the same
factor as a result of factor analysis were selected. Factor loading
means the effect of factors on individual variables.

Technical Notes



Glossary

[ A ]

•Acceptance of Technical Training Participants
The Japanese government accepts leading administrators, engineers,
technicians, and researchers from partner countries as trainees and
conducts technical training aiming at transferring technologies and
deepening their understanding of Japan. It is divided into two types;
(1) a group-training course with fixed programs to which participants
are invited, and (2) an country-focused training course that is designed
to meet specific requests of each country.

•Accountability
Responsibility to furnish adequate and accurate explanations to citi-
zens and the people of a partner country regarding contents of coop-
eration, financial affairs, and reasons behind decisions when pro-
ceeding with development aid and international cooperation activi-
ties and programs.

•Activities
“Activities” are carried out to achieve the output of a project. Each
activity flow is described for every output in logical framework (PDM). 

•Advisory Committee on Evaluation
Advisory Committee on Evaluation, which was established in fiscal
2002, is composed of external experts (academics, NGOs, journalists,
etc.), who are knowledgeable about development assistance and
evaluation. They give advice to the Evaluation Study Committee on
evaluation systems and methods. They also review the results of
internal evaluations and contribute to the improvement of objectivity
of the evaluation.

[ B ]

•Baseline Survey
Baseline survey investigates and analyzes the characteristics of a tar-
get area prior to the implementation of a project. These surveys are
necessary when setting project objectives using indicators because
reference values for the determined indicators must be clarified
before starting a project.

•Basic Design Study (B/D)
Basic Design Study explores feasibility of grant aid project. The study
formulates the basic concept of a project, as well as optimum plans
and alternatives. Based on the study, the decision is made by the
Japanese government on implementation of grant aid project and
the contents.

•Basic Human Needs (BHN)
The idea is to find ways to provide aid for direct use to people with
low incomes. BHN refers specifically to basic living needs such as
food, housing, clothing, safe drinking water, sanitary facilities, health
care and education.

•Beneficiaries
Individuals, groups or organizations that receive the benefits of a proj-
ect.

[ C ]

•Capacity Development
Development process of problem-solving ability. In the process, indi-
viduals, organizations, institutions, or societies learn to solve prob-
lems by performing their own functions independently or jointly, and
at the same time, work to achieve pre-set goals. 

•Community Empowerment Program
Support related to maternal and child health; welfare of the elderly, the

disabled and children; and poverty alleviation measures are commis-
sioned by JICA for non-governmental organizations active in the
regions concerned (local NGOs). Currently this program is conducted
as part of JICA Partnership Program.

•Counterparts
Local personnel who work together with JICA experts, consultants, or
Japan Overseas Cooperation Volunteers (JOCV) sent to developing
countries and who receive technical instruction directly from them.

•Country-focused Training Course
A training course limit participation to a certain country or region. The
training subjects are focused on development issues that are unique
to the country or region involved. This training was integrated to
Technical Cooperation Project in fiscal 2002.

•Country-program Evaluation
Assessing the JICA cooperation projects of a country on a cross-sec-
tor basis. The overall impact of JICA cooperation and its implementa-
tion process in a country are analyzed and lessons and recommen-
dations for future cooperation to the country are offered. The results
of evaluation are reflected in improvements in JICA Country Program
and cooperation methods for the country.

[ D ]

•Development Assistance Committee (DAC)
The Development Assistance Committee (DAC) was formed in 1961
as a subordinate agency of the Organization for Economic
Cooperation and Development (OECD). DAC distributes aid informa-
tion, adjusts aid policies, and examines the implementation of aid by
member countries and their aid policies. Where necessary, it also
gives advice to member countries.

•Development Study
Development Study supports the formulation of plans for public proj-
ects by dispatching a study team to contribute to social and econom-
ic advancement in developing countries. Reports, which are prepared
based on the study results, provide partner governments with data for
assessing social and economic development policies. They also offer
international organizations and donor countries resources for studying
the need for financial aid and technical cooperation.

•Disaster Relief
A cooperation scheme, which is implemented in case of large-scale
disasters in foreign nations, especially in developing nations, on the
request of the affected country. It consists of personnel, material and
monetary contributions and JICA is in charge of personnel and mate-
rial support.

[ E ]

•Effectiveness
Effectiveness is a perspective to evaluate whether the project pur-
pose is being achieved as initially planned and whether that can be
attributed to the outputs of the project.

•Efficiency
Efficiency is a perspective in which a project is examined from the
perspective of the effective use of resources; whether the achieve-
ments degree of outputs can justify (or will justify) the costs (inputs),
in other words, whether there was no alternative means that could
have made the same achievements at lower costs, or whether it
was impossible to make greater achievements at the same costs.

•Empowerment
When independent decision-making capabilities and economic, social,
legal, and political power are obtained with awareness and exercised
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by individual or organization, being able to make decisions by oneself
helps erase social inequalities.

•Evaluation Study Committee
A committee established in 1981 to develop the systems and meth-
ods of evaluation in JICA.

•Ex-ante Evaluation
Ex-ante evaluation is performed when a project is requested by a
partner country. It first involves a study of the project to determine its
necessity as well as its conformity with JICA Country Program. This is
followed by an on-site evaluation to clarify details of the project and its
expected outputs are clarified. Then, the relevance of the project is
comprehensively examined and evaluated. In ex-ante evaluation, eval-
uation indicators are set and they are used to measure the effective-
ness of the project in subsequent evaluation, from the mid-term eval-
uation to the ex-post evaluation.

•Experts
Experts dispatched to developing countries and international organi-
zations carry out the formulation of development plans, research
studies, instruction, extension activities, consulting and other work at
a variety of locations, including government-related organizations,
testing and research institutes, and academic and training institu-
tions. Experts are classified by length of dispatch term into long-term
(one year or longer) and short-term (less than one year).

•Ex-post Evaluation
Ex-post evaluation is an evaluation executed at a certain period of
time after completion of a project. It is undertaken for the purpose of
deriving lessons and recommendations that contribute to improving
JICA Country Program and planning effective and efficient JICA proj-
ects, by focusing most notably on Impact and Sustainability among
the Five Evaluation Criteria.

•External Evaluation
The evaluation of a development intervention conducted by entities
and/or individuals outside the donor and implementing organizations.

[ F ]

•Feedback
The process of presenting findings of a monitoring and evaluation to
concerned parties, so that the findings are incorporated into future
policies and plans.

•Five Evaluation Criteria
The evaluation criteria advocated in “Principles for Evaluation of
Development Assistance” by the Development Assistance
Committee (DAC) in 1991. The five criteria are Relevance,
Effectiveness, Efficiency, Impact and Sustainability.

•Focus Group Discussion
A small group of people with common characteristics or interests is
invited to discuss specific topics in detail. This survey method can be
used to clarify the group’s understanding of and interests in specific
topics.

•Follow-up Cooperation
Technical Cooperation Project designed to extend cooperation in a
specific sector which has not accomplished the project purpose.

[ G ]

•Gender
Differentiation based on social constructs rather than biology.

•Good Practice
Good implementation cases which can be role-models to others

•Grant Aid
Grant aid is financial assistance without the obligation of repayment,
particularly directed to the least developing countries, where as “Loan
assistance” is a government loan with a long repayment period. The
aim is to support economic and social development for Basic Human
Needs, such as health care, water supply, education, HIV/AIDS, chil-
dren’s health, environment, population, and construction of basic
infrastructures, which serve as the basis for socio-economic devel-
opment of a country. 

•Group Training
See “Acceptance of Technical Training Participants”

[ H ]

•Heavily Indebted Poor Country (HIPC)
The countries approved by IMF and the World Bank. At the point of
march 2002, 42 countries are approved as HIPCs, with the indica-
tors of GNP per person less than $695, and total debt more than 2.2
times of exports and of that more than 80% of the GNP.

•Human Development Index
An indicator developed by UNDP with focus on various aspects of
human development, especially on health care and education. 

[ I ]

•Impact
Impact refers to positive and negative, primary and secondary long-
term effects produced by a project, directly or indirectly, intended or
unintended.

•Important Assumptions
“Important assumptions” are factors or risks that cannot be con-
trolled by a project but may affect the progress of the project or the
achievement of the goal. It is an element of logical framework (PDM),
subject to periodical monitoring.

•In-country Training
A type of training implemented within a developing country in order to
extend the knowledge and skills within the country. In most cases,
the personnel who received a technical transfer play the central role in
its implementation.

•Indicator
“Indicator” is a quantitative or qualitative variable that provides a sim-
ple and reliable means to measure achievement of or a change made
by a project. A logical framework (PDM) should also include initially tar-
geted value of each indicator.

•Input
“Input”, one of the components of logical framework (PDM), refers to
the financial, human, and material resources used to implement a
project.

•Internal evaluation
Evaluation of a project conducted by JICA, within project manage-
ment process.

[ J ]

•Japan Bank for International Cooperation (JBIC)
A special governmental corporation founded through the merger of
the Overseas Economic Cooperation Fund (OECF) and the Export-
Import Bank of Japan in October 1999 in order to support the imple-
mentation of ODA through yen loans and the trade and investment of
Japanese companies.

•Japan Overseas Cooperation Volunteers (JOCV)
Japan Overseas Cooperation Volunteers Program promotes and fos-
ters volunteer activities by the youth of Japan who wish to work with
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local communities in countries and contribute to the economic and
social development of the region to which they are dispatched.

•JICA Country Program
JICA country program is a document formulated by JICA that pre-
sents JICA’s direction on medium-term to long-term cooperation to
the target country, to be implemented within the framework of coun-
try-specific aid policy. It encompasses development goals, develop-
ment issues, project plans, and points to consider in implementing
aid. It also provides a rolling plan for each development issue, covering
a period of three to five years.

•JICA Partnership Program
In this scheme, JICA supports and jointly implements cooperation
activities proposed by partners in Japan such as NGOs, local govern-
ments, and universities based on their experiences and skills.

•JICA Partnership Program with NGOs, Local Governments and
Institutes

This program is concerned with providing cooperation in areas of
social development involving a small-scale but detailed response and
intellectual support with Japanese NGOs, local government authori-
ties, universities, and private companies possessing practical experi-
ences in these areas. Currently this program is conducted as part of
JICA Partnership Program. 

•Joint Evaluation
An evaluation carried out together with relevant organizations in the
partner country or with other donors.

[ L ]

•Lessons Learned
Generalizations based on evaluation experiences with projects, pro-
grams, or policies that abstract from the specific circumstances to
broader situations. Frequently, lessons highlight strengths or weak-
nesses in preparation, design, and implementation that affect per-
formance, outcome, and impact.

•Loan Assistance (Yen Loan)
The term is used as a pair of grant aid and refers to a government loan
with a long repayment period and a low-interest rate for relatively
large-scale projects which support socioeconomic development in
developing countries. Since JBIC provides yen-based loans after
examining projects, it is also known as yen loan. 

•Local Consultant
In this report, “Local Consultant” refers to the consultants in the tar-
get country of the evaluated project.

•Local Cost
Of the funds necessary for the implementation of projects, local cost
refers to the costs procured in partner countries in local currency,
such as budget for local remuneration for construction and procure-
ment of equipment. When a project is jointly implemented, it refers to
costs that should be borne by the partner country (costs for land
acquisition, facility construction, facility maintenance, and project
management).

•Logical Framework
“Logical Framework” identifies the project’s main elements (input,
output, purpose, etc.) and their cause-effect relationships, and the
assumptions or risks that may influence success and failure. It thus
facilitates planning, execution, and evaluation. A similar framework is
also applied to PDM. See “Project Design Matrix” (PDM)

•Logic Model
Logical presentation of processes and relations which leads to the
outcomes in a project or program. The model logically shows goals,
outputs, and inputs as well as their cause-effect relations, indicators,
and important assumptions.

[ M ]

•Means of Verification
Means of verification refers to information sources and survey meth-
ods used to measure the achievement of a project. One of the ele-
ments of logical framework (PDM).

•Meta-evaluation
Meta-Evaluation refers to analysis of a series of evaluation results. It
also examines the quality of evaluation and the performance of the
evaluators, as the “evaluation of evaluation”.

•Mid-term Evaluation
Refers to an evaluation conducted at the mid-term of a project, exam-
ining points such as the efficiency and relevance of the project. It
provides information for deciding whether or not the initial planning
needs to be revised.

•Millennium Development Goals (MDGs)
The eight “goals” to be ensured by 2015, announced at the United
Nations Millennium Summit in 2000; (1) Eradicate Extreme Poverty
and Hunger, (2) Achieve Universal Primary Education, (3) Promote
Gender Equality and Empower Women, (4) Reduce Child Mortality,
(5) Improve Maternal Health, (6) Combat HIV/AIDS, Malaria and Other
Diseases, (7) Ensure Environmental Sustainability, and (8) Develop a
Global Partnership for Development.

•Monitoring
A continuing function that uses a systematic collection of data on
specified indicators to provide management and the main stakehold-
ers of an ongoing development project with indications of the extent
of progress in the use of all allocated funds.

[ N ]

•Narrative Summary
Narrative summary is a column of PDM that shows the logical links of
activities, output, project purpose and overall goal.

•NGO
Non Governmental Organization: Non profit-making organizations in
non-governmental or private sectors

•NGO-JICA Council
Consultative organization to promote partnership between NGOs
and JICA.

•NGO-JICA Evaluation Subcommittee
This organization, which is subordinate to the NGO-JICA Council,
conducts interactive study on evaluation and development of evalua-
tion methods.

[ O ]

•ODA
Official Development Assistance: Economic assistance provided by
governmental organizations in developed nations to developing
nations. It is divided into two categories; (1) bilateral assistance such
as grant, loan, compensation, and technical cooperation, and (2) mul-
tilateral assistance where donors provide funds or contributions via
international organizations.

•Organization for Economic Cooperation and Development (OECD)
The OECD aims to maximize the member countries’ economic
growth, expanding trade, and helping nonmember countries develop
more rapidly through exchange of economic data and creation of uni-
fied policies. The OECD has three major councils: Economic Policy
Committee (EPC), Trade and Development Board (TDB), and
Development Assistance Committee (DAC).

•Outcome
It refers to short-, medium-, and long-term effects achieved by the
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outputs of a project. Long-term effect is called “impact” in some
organizations.

•Output
It refers to the services and results produced by the implementation
of a project. In other words, it refers to the changes brought by the
project including ones related to the accomplishment of outcome.
One of the elements of logical framework (PDM).

•Overall Goal
The overall goal refers to the indirect and long-term impact defined at
the project-planning stage. One of the elements of logical framework
(PDM). 

•Overseas Training
It refers to “In-country Training” and “Third-country Training”. See
also “In-country Training” and “Third-country Training”.

[ P ]

•Participatory Evaluation
An evaluation in which representatives of donors, implementing agen-
cies, and stakeholders (including beneficiaries) work together to eval-
uate all stages of a project; plan a study, implement it and analyze
study results.

•Partnership Program
A program carried out by a developing country that has previously
received aid and has since experienced economic development that
enables it to provide aid to another developing country, which it imple-
ments jointly with Japan on equal terms.

•Peace-building
Comprehensive approaches to achieve peace, consisting of military
action, political action, (including PKO, preventive diplomacy, arma-
ment limitation and reconciliation, etc.) and development assistance.
JICA takes care of development assistance, working in the field of
reconciliation, governance support, security, rehabilitation of social
infrastructure, economic recovery, support for the socially vulnera-
ble, and humanitarian emergency relief.

•Performance
This information shows achievement degree of project purpose and
overall goal, output status, input situations etc., in comparison to the
achievement targets set in the planning stage.

•Poverty Reduction Strategy Paper (PRSP)
An independently prepared report that the 1999 World Bank and
International Monetary Fund (IMF) Development Committee required
of heavily indebted poor countries (HIPCs) hoping for debt reduc-
tions, for the purpose of approving or disapproving debt reduction.
Special attention to poverty countermeasures is required in preparing
the paper.

•Preconditions
“Preconditions”, an element of logical framework (PDM), refer to
the requirements that must be satisfied before implementing a proj-
ect.

•Primary Health Care (PHC)
An approach to health care in which diagnosis, treatment and efforts
to raise health standards are handled integrally on the local level.
Available to all members of local communities, PHC aims to establish
affordable and accessible systems of medical care. PHC is composed
of the following eight elements: (1) health education, (2) provision of
food and improvement of nutrition (3) supply of safe water and
hygiene management, (4) maternal and child health (including family
planning), (5) preventative vaccines, (6) prevention and control of epi-
demic illness prevailing in regions, (7) appropriate treatment of general
illnesses and injuries, and (8) supply of essential drugs.

•Program Approach
Aid method which combines a number of related projects organically
in providing assistance.

•Project Design Matrix (PDM)
PDM is the term used in the PCM method, describing the logical
framework of a project to facilitate planning, monitoring, and evalua-
tion. It is composed of elements such as indicators, methods to
acquire data, external factors, input, and preconditions.

•Project Purpose
The project purpose is the target expected to be achieved by the
completion of a project. One of the elements of logical framework
(PDM). 

•Project-type Technical Cooperation
A type of technical cooperation under which three kinds of aid
schemes (dispatch of Japanese experts, acceptance of trainees, and
provision of equipment) are integrated and implemented as a pro-
gram. It has been integrated into Technical Cooperation Projects since
fiscal 2002. 

•Provision of Equipment
The provision of equipment needed generally for technical transfer.
JICA provides the necessary equipment as a part of technical coop-
eration toward the effective implementation of the various types of
Technical Cooperation Projects. 

[ R ]

•Recommendations
Specific measures, suggestions and advice obtained from evaluation
results aiming at enhancing the effectiveness, quality, or efficiency of
the project concerned; at redesigning the objectives; and/or at the
reallocation of resources.

•Relevance
Relevance, one of the Five Evaluation Criteria, refers to the extent to
which the objectives of a development intervention are consistent
with beneficiaries’ requirements, country needs, global priorities and
partner’s and donor’s policies. In addition, it examines appropriateness
of strategy or approaches taken by a project, as well as whether it has
a legitimacy to be implemented through ODA.

•Research Cooperation
A type of technical cooperation under which researchers from Japan
and developing countries engage in joint research on topics related to
economic and social development in specific developing countries.
Cooperation normally lasts three years. JICA sends groups of experts,
accepts counterparts for training, and, when necessary, formulates
special measures to provide portable equipment and local working
costs.

•Results-based Management
A management strategy focusing on performance and achievement
of outputs, outcomes and impacts.

[ S ]

•Senior Advisor
An expert who belongs to JICA. Overseas, they work as high-level
advisors, project leaders, and general experts, while in Japan, they
conduct various kinds of research, offer advice on research, train
would-be experts and instruct in technical training for participants
overseas.

•Senior Volunteers
Volunteers between the ages of 40 and 69 who are dispatched to
developing countries for cooperation.
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•South-South Cooperation
Mutual economic development among developing countries through
regional cooperation. Since the capital-intensive, knowledge-inten-
sive technology of the more developed countries often fails to meet
the needs and the situations of developing nations, cooperation
among developing nations through institutions such as the United
Nations Conference on Trade and Development (UNCTAD) has been
encouraged.

•Sustainability
One of the Five Evaluation Criteria. It refers to the continuation of
benefits of a project after the project assistance is completed.

[ T ]

•Target Group
The specific individuals or organizations for whose benefit the devel-
opment intervention is undertaken.

•Technical Cooperation Project
One of JICA’s cooperation schemes launched in 2002. This scheme
allows flexibility in terms of project period, scale, and components
(e.g. dispatch of experts, acceptance of trainees, and provision of
equipment). It is defined as “development aid to achieve a certain out-
put within a certain period under the cause-effect relation among
input, output and activities”, including Project-type Technical
Cooperation and team dispatch of experts.

•Technical Transfer
Organizations and individuals possessing specific skills transfer them
to other organizations and individuals through education and training,
and then strive to ensure that they take root and spread. In the case of
international cooperation, production and managerial skills required for
further development in developing countries are transferred from
developed countries or companies.

•Terminal Evaluation
Terminal evaluation is performed right before completion of a project,
focusing on the achievement of project purpose, its efficiency, and
sustainability. Based upon the results of the evaluation, JICA deter-
mines whether it is appropriate to complete the project or necessary
to extend follow-up cooperation.

•The Debt Relief Initiative for Heavily Indebted Poor Countries
This debt relief initiative was agreed to at the Cologne Summit in
1999. The initiative expands the “HIPC Initiative” launched in 1996 to
heavily indebted poor countries (HIPCs). It is aimed at “faster, broad-
er and deeper” relief including 100% reduction of ODA debts and
90% reduction of non-ODA debts.

•Thematic Evaluation
Focusing on the themes of specific sectors, major issues (such as
environment, poverty and gender) and project schemes, a bundle of
relevant projects are evaluated. The results of evaluation are reflected
in establishing related development policies and the formation of
related projects.

•Third-country Experts
Technical experts of developing countries dispatched to another
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developing nation as south-south cooperation. Third-country experts
are expected to transfer their techniques more effectively making
the most of the similarity of their environment, technical level, lan-
guage and cultural aspects.

•Third-country Training
A type of training implemented by JICA aimed at enabling a partner
country that was subjected to technical transfer from Japan, to hand
on the knowledge and techniques it has acquired to neighboring
countries. The host country invites trainees from neighboring coun-
tries with similar natural, social or cultural environments individually or
in groups to be trained in the appropriate technique in accordance
with each country’s local circumstances. It has been integrated into
Technical Cooperation Projects since fiscal 2002.

•Training in Japan
One of the forms of the “Acceptance of Technical Training
Participants” conducted in Japan.

[ V ]

•Volunteer Program
In this report, it refers to Japan Overseas Cooperation Volunteers,
Senior Volunteers, Japan Overseas Development Youth Volunteers,
and Senior Volunteer for Overseas Japanese Communities.

[ W ]

•Women in Development (WID)
The essence of WID is that women are not merely the beneficiaries
but also the agents of development. Women play an extremely
important role in economic and social activities. Awareness that
women’s participation in development is indispensable to effective
development aid led to the concept of WID.

Abbreviation

BHN:  See “Basic Human Needs”
CD:  See “Capacity Development”
CIDA:  Canadian International Development Agency
DAC:  See “Development Assistance Committee”
DFID:  UK Department for International Development
HIPC:  See “Heavily Indebted Poor Country”
IMF:  International Monetary Fund
JBIC:  See “Japan Bank for International Cooperation”
JOCV:  See “Japan Oversea Cooperation Volunteers”
MDGs:  See “Millennium Development Goals”
OECD:  See “Organization for Economic Cooperation and

Development”
PDM:  See “Project Design Matrix”
PRSP:  See “Poverty Reduction Strategy Paper”
UNDP:  United Nations Development Programme
USAID:  U.S. Agency for International Development
WBI:  World Bank Institute
WHO:  World Health Organization
WID:  See “Women in Development”
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