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3.1 Current Exchange Rate Shock and IOPM Modeling

The Asian currency shock initiated in Thailand July 1997 forced the Indoncsian Rupiah devaluate
to 8,900Rp/$ on 16 January in Singapore market, and reached to 16,500Rp/8, 23rd Janvary. After that
the rate came back to 7,000Rp/$, but still is fluctuating around 8,000-9,000Rp/$. Many Indonesian
private oom.panics have serious difficultics in meeting with short-term debt service, and the negotiation
for rescheduling started. “There have been only three instances of actual repudiation of the debt in the
post-war period: China in 1949, Cuba. in 1961, and North Korea in 1974(Balkan, 1992, p.1000} . A
rescheduling is in a sense a violation of the original contract between the lender and the borrower and can
be treated as a proxy for default. Onc of the important conditions for successful rescheduling is the

stabilization of future exchange rate basced on suitable schomes, including the proposal of currency
board.

The current currency shock will exent a strong impact in short-term as well as in long-term on
Indoncsian economy. Alrcady the level of GDP of Indonesia decreased from 228 billion US$ in 1996 to
49.6 billion US$ in 1997(Financial Times, January 23, 1998). The rate of inflation ratc in 1998 is
expected as 20 %, though IMF expects to slow down to one digit figure afterward.

{1) Framework of Current lOPM

Current IOPM based on the framework of 1-0 Table, and naturally it is not a panacca. Tt mainly
covers the inter-industry transaction of goods and scrvices induced from finat demand, which includes
exports and imports of commoditics. On the other hand, IOPM docs not cover the service reeeipts and
payments and capital transactions, which include the interest and amortization payments of forcign debts.
Therefore, when we discuss the influences of Currency Crisis(CC), such issues are not appropriate
terms-of-agenda of IOPM exercise, as “How it happened ? ”, “What were the main causes of CC 77,
“How repayment of bad loans can be negotiated 77, “How exchange rate could stabilize 7”7, “How debt
rescheduling can be planned 7”. On the other hand, {0PM can be an useful and strong tool to respond to
some questions, like “When the future trend of exchange rate is projected, what is the optunum
development path for Indonesia 77, “How the different trends of future exchange rate would influence to
the economy ? . We might be able to calcutate the optimum trend of exchange from a st of targets. The
analysis of {CC) itself needs employment of another modet, then IOPM can calculate out the impacts and
overtime influences of specific trend, once the solution of (CC) is suggested. Therefore a combined use
Io'f 10PM and another suitable model which analyses each important policy issue greatly improve the
analyt.ical cépacity of wholc panning capacity.
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(2) Some Supgested Revisions for TOPM Exercise

The discusston above suggests that the medium-term and long-term planning(Repelita VII and
PIP 11) must adequately consider the foatures of developmient path in the recovery period as well as in
steady growth period. Accordingly, it is important to assess the wide social necds and to cstablisfl the
accompanying policy packages in these periods from a wide and a long-term perspective. IOPM could

nicely scrve as one of important tools to give the future picture and suggest relevant policy packages.

The recognition of current exchange shock urges some amendments to the current version of
TOPM in following points: JICA Study Team tried some simulations considering following 1) - 4),
except 3),

1) The Initial Condition Adjustment Effect: The first period of IOPM corresponds to 1994-98 years. As
the current shock would decrease the GDP, the initial condition {(growth rates in first period) must be
adjusted accordingly.

2) The Relative Price Effect: Export and import prices will change according to the Pass-through
cffects after devaluation. This implics that a tactful projection of these prices is necessary for future

simulations.

3) The Trend Adjustment Effect: The future path of export price and exchange rate makes necessary to
change the upper and lower boundarics of export growth accordingly.

4) The Scaling-down Eftcct: When GDP in Rupiah terms is converted inte dollar terms, the future

depreciated exchange rale will force to keep GDP in dollar terms to a half or one third compared
wilh the trend value.

5} The Liquidity Constraint Effect: The consideration of liquidity constraint will be neeessary even
after the second pertod. It implies that the foreign currency holding at the end of cach peried could be
evaluated with a positive evaluation coefficient in the target function.
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3.2 Exercises by National [OPM
3.2.1 Revision of National 10PM

In an attempt to analyze the recent currency shock by our I0PM, we should consider following
points:

(A) Since we are already in the final year of the first period, 1994-1998(Repelita V1), of the 10PM
program, we must take the past four-year's GDP growth rates into the solution. {Initial
Condition Adjustment Effect)

(B) The change in the exchange rate is to be refleeted into the model in real terms. This means that
the affected changes in import/export prices caused by the changes in exchange rate should be
somehow measured and be reflected into the mode!. (Pass-through cocflicicnts)

(1) The Initia! Condition Adjustment Effcet

To take GDP growth rate of the 1% period in the solution of IGPM as closc as the current
footprint of the cconomy, we first estimate externally this growth ratc of the 1" period, and then
imposc this estimate as a macro constraint for the first period. And also for the scctor wise, we IMPose
some appropriatc bandwidth constraints on the scctoral GDP growth rates only for the I* period. In
seiting the bandwidth of the sectoral GDP growth rates, we refer to the corresponding sectoral growth

rates of the Case 4, which is the base casc of this simulation. The procedure is as follows.
1) Estimation of the Macro GDP Growth Rate for the 1% Period(1991-1998)

We cstimate macro GDP growth ratc for the 1" Period{1994-1998) utilizing the dala as
following table.

Table 3-1 GDP Growth Rate at 1st Period

Year GDP Growth (3%) Source
1994 1.5 BFS
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The expression is as folows:

}}l =1 “'SJ(] + Ywmxl + fw-)s X‘ + Ymaxl + }}I\DTXI + ]}tq«;s) = 0.058 = 5.8(%) -0
Where

Y, : GDP Growth rate at Ist Period

Y 65, : GDP Growth rate at 1994

Y555 : GDP Growth ratc at 1998

2) Imposition of additional Constraints on the Macro and Scctoral GDP Growth Rates for the |*
Pecriod

{1} Macro GDP growth rate constraint for the 1* period:
-"—‘X" —1=10.058=5.8(%) (3-2)

Yoo
(i) Sectoral GDP growth rates constraints for the 1* period;

The value added as a whole of the 1% period will be decrcased from that of the base case 4, as

much as

VXV ovX, , 1058-v,X, 1058

A0y 000 L 6% 3-3
v, XY 1.076-v,X, 1.076 8 G-3)

v.-jgg_';-_fc“f“‘)‘—v:x; Lyl (aYiyveXy 1058 (3-4)
ViX (VD)X 1076

The GDP prowth rate of the i-th scctor for the 1% period ¥} become

i(Cased} 1053

AR (3-5)
1076

For the bandwidth of the scctoral GDP growth rates, we added =:4% for the above-calculated
estimate.
iy

. X ..
i -004s S 1< 1004 (3-6)

Vodg
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Since the scctoral vatuc added ratios telative to the outputs are paramcters, we may Impose
bandwidih constraints on the ontputs as follows.

HXall 7 -001) oy viXalte 2 004) | 6

i §
Vl 'P'

Table 3-2 GDP Growlth Rate at 1st Perioé by Scctor
Bounds on Growth Rate

Sector i Lower {-4%%) Upper {+4%%) Casc 4
b
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27.0th. Service 39 29 49 5.7

Total 5.8 7.6
Source: JICA Study Team




(2) Pass-through Effects and Exchange Rate Simulation
B) Concept of Pass-through

Before considering next amendment, we should discuss an important concept of Pass-through in
empirical study.

At base year, a TV set which is priced at 500USS$ in USA is imported. The cxchange rate is
2,000Rp/$. Its importer takes a margin of 100%, and tries to sell at 2 million Rupiah in the market. No{\’,
the exchange rate changes to 4,000Rp/$. The importer thinks that he can not scll at 4 miltion Rupiah
pricc at the domestic market, so he reduces his margin to 50%, and sell it at 3 million Rp(=
SO0USS*4000Rp/$*1.3). The exchange rate increases by 100%, but impbrlcd price increases by only
50%. In this casc, the degree of Pass-through is 50%. Formally, the Tmport Price(iMP) is determined by
Foreign Price(Pi$) and the Exchange Rate(RATE) by:

IMP = (PR$)(RATE)B (0<B <) G-8)

The degree of Pass-through (8) degree depends on many factors: market-share of this specific
commodity, degree of differentiation, monopoly power of dealer and others,

Inn a similar way, an exporter exports a machine of 40 million Rupiah at 20, 000USS$ to a foreign
market at the exchange rate of 2, 000Rp/$. And then the rate changes to 4,000Rp/$. He could scll it at [O,
00CUSS, but he wants to increase his margin keeping his dollar price. Supposing that he decides to sell it
at 15,000USS to a forcign market, the degree of Pass-through become 50%. Henceforth Domestic
Pricc(Pd) and the Exchange Rale(RATE) decide the dollar Export Price{EXP).

EXP=(Pd)(RATE}vy {0<v<l) 39

The existence incomplete Pass-through clfect (0<B, ¢<1) is an imporlant factor to explain why
the variability of actual export and import price arc less than that of exchange rate. And also explain why
the relationship between the real exchange rate and the terms-of-trade or the balance-of-trade is not as
high as expected. Yang(1997) showed that for US manufacturing impmt,i the degree of Pass-through js
0.2-0.6 for various sub-sectors. According to our calculation, the Pass-through coefficicnts of Indonesia

differ from sector by sector, but on the average, such cocfticients are about 0.8 for exports and 0.2 for

imports.
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2) Nominal Foreign Currency Constraint
Beforc analyzing the cffects of changes in exchange rate on the import and cxport prices,
we need to define forcign currency comstraint in an explicit nominal expression. The nominal

forcign currency constraint in terms of Rupiah and US dollars arc cxpressed as follows:

<Nominal Balance of Payments >

ExXpEn ey [ IMPRD Py
BP):::!‘:?H o = ([‘X‘D & JF(”H ) [m/_ﬂ:mp) ,{‘(93 e} (3-10)
31 o3
IMP: Tmport Price
Exp . IMPER .
® (3 Rp} f (3Frice) ! (93F1ice) _
B‘Dromm of T RA?L: ([ FXPQ(}RP) h: IA{P;}R‘U) Ml (3 1 l)

EXP: Export Price
Note: The cumment foreign cuttency constraints defined in IOPM are also a nominal expression in terms of USS. This may
be seen as follows.
< Current Forcigin Currency Constraints >

mTEgS!Ry) (!;:)‘ E}?Jf’tiﬂ’) _ MTE(&”RP)(PM }:M‘(‘}JFﬁce) >0

(-12)
writing (P, ){ and (Pm)‘ explicitly,
. ~($IRp) fﬂ)(ﬁ) (939.:«) ]Aﬂ’( ) 4{93&::«.:)],;,0 3-13
= RATES [[;J(Pfﬁ Y7 i i

($/Rp) v piRe) ) IMPER )
_:>RAT}:(()5IRP) RATF o !“XI)I‘ - 15}935‘1“‘2) . _741"(‘;_)_ ld!(%h'ce) >0 (3-14)
RATES™ )\ ExP Py

o parEse BPokna o
B ° RATESRD (3-15)

()
">BProrr na!ZO (3-16)



We denote the foreign cursency constraint in explicit nominal formutation as follows:

RATES' ™ ’XP ](emm) ) IMP ,Mr(QSPHe) > R, (3-17
xRS MpS?

awpyf [ EXPH IMPS : .
R - R, +RA TE‘(S}.M{[ :{il?p) ]’- (93 Frace) [ f(;p)_}hf(%nw)] (3-18)
1XT, ]MP93

3) Changes in Exchange Rate and Import/Export Prices in Rupiah Term

{1} Pass-through cffeets

The Pass-throngh effects is defined and measured by the following expression:

a) Imports:

(1)
e e (rane™"Y
3 (Rﬁ) i f £,
(%), o ® [ NG 5)_] (3-19
Hﬂ’ IMP, RATIS,
B : Pass-through Cocflicicnts
b} Exports:
= ‘ : AFX)
ey _ EXCEDEXPS | RATE i) 1xp® [ parEFe )
( ) L’,”:(Rp) ‘(“11"];0(5} RA[} (Q}c}f = I!-XI)O(S) RAHféR‘U'S’
(3-20)

{15) Method for cstimation of Pass-through Cocllicients{ )

[Example: Casc of hnport Prices]

We caleulate f§ for 1985-1990 and for 1990-1993 and 1985-1993 by the Import price index

Rupiah term, and then take the mean of the three figures.

B = (B0 + B + A3 (3-21)
mae$PY (e [ ( raTEG®

5;"{30(:.; i Tl I s @%- In (3-22)
PSR ) iMeE 4 RATE “‘*P £l

: npgo) (e ®Y) /. ( raTEgEe®

5.1‘7_i;,=(|11 2| gl S8y Thsy" (3-23)

i el ) e ) RAH«,g;*P »

1) (h’ PSR | ( IMP;PT ; (RAH;;?’ 3’} (324)

s,m=1h 2 o [ n e .

. s ) e RATELSS
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Table 3-3 Pass-through Coclficients

(1) Import: g 4% {2) Expori: g9

g L e i 111 oo - R i foe BT e tn(pe)itofeate) B e
Sector 1985-19920 1990-1993 1985-1993; Average Simulation soctor 1985.1950 1920-1993 1585-1993
1 00283 02018 9.0633

Average Siomlation

-0.3663  0.0000 04345 03403 08101

l
4
5

24975
LT 03975 16736
18 06374 22127
19 -02094 14737
Fotal _-0.0020 05109
Source: HCA Study Team

ik 90000 : OB10F
00000 2 00000 OBIOL
18 4397 | 46310 44133 1 44305 ) oR®lOT

19 18693 00000 -15004 | -1.1232 i 08101
Totd 12277 01815 10212

(iii) Extrapolation of Tmport/Export Prices in Rupiah Base Using 8

Since the foreign currency constraint is defined in nominal terms, we can rewrite it in explicit
fonm as follows:

] [ XD Pt
® _ - ‘-(s, Rp} el S A I Tihiahlt S .
B‘pmminaf = h r"‘l (‘EX'PQSRPJ 1‘93F‘ri(e lﬂfpgtfp) MQSP:ice >0 (3 25)

The required data for this constraint other than parameters 8 s are

a) Exchange ratc at period t
b) Import price index for period t in Ruptah base (1993=100)
¢) Export price index for period t in Rupiah base (1993-100)

However, future exchange rates are ¢xogenously given as scenarios in this simulation, we only
nced future import/export price indices in Rupiah term. The changes in the import/export price indices in

Rupiah term from period t 1o period t+1 is estimated from the following equation using  f3, the exchange



rates given for the periods t and t+1 and the import/export price indices in USS re-¢stimated from the

lincar regression extrapolation after excluding outcriors.

: ﬁ(ﬂf)
mpln [mmﬁ? ) _ [RA TEG' )

IAH)!(RP) B ]MP,(S) MT‘:EI(RPJ'S) | (3-26)
. AED)

EXPY (ExXPR ) [( RATEGY'

ExXpE " ixp® )| \ RATES® (3-27)

The above equation, however, gives only the rate of changes in inmj}onfcxport price indices, while

what we need arc the level of indices with 1993=1, We figure them in a following manipulation.

[Example: Casc of Import Price Index]}

R ¢ i B0
IMPE) } MED _ RATESES
IMPS®) IMPS | \ RATES

(343
(Rg) vpl Ro/sy \P
IA{PZPfriW" = hXPE(."inod . RATE g?fdog‘
IMPEE) FXPS o ) \ RATES?)

Vreriod

(Rp) ) oisy VO
IMPSE g (EXPstw ) ’[RA?ESF"::?OJ )

T @ S (R2iS)
L’11P4Per:‘od FXPGP)iﬁOJ 'RA TE"PJ:FFOJ

We have,
i (&py
( > ) J}_%"’_'d (3 -23)
M F Perind It ﬂ’;fp)
{BRr} (Rp) (5p) {
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7 f2Period (7)) (Rp) (ReYy Vo vperiod ) -
o IMPsBRF MmeRp IMP e Migm
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Table 3-4 Price Indices (Rupiah Base) in CaseB1-17

(1) Import Price Indices {Rupinh Basc) {2) Export Price Indices (Rupiah Basc)
Sector Istperiod  2nd C3d 4th ~ Sth Sedtor Istperiod  2nd 3rd 4th Sth
period  period  peried  perind period  period  period  peried

1125982 162319 195650 228971 261321  D6ES10 064197 073524 0R2E0 092177
61642 198092 234542 270392 070770 088257 1.03251 118244
AR471 177254 206036 2.34819 0.75141__0.82863 103856 124843 145841

1
2
175405 218193 261185 304075 4 073752 099828 098925 118021 L3TINT
5
8
7

152851 223689 264527 305364 0.72174 078821 099134 119546 139759
25163 140883 136616 172343 6..061509 069155 0.7 :
0.73960 0.80269 099641 1.15012 138384

7121816 156364 190142 223920 257699
8 128094 1.6426) 195805 227347 253889
9

186910 283862 352064 418265 484466 9 0823 093897 117555 141213 164870

Lo asssl 203768 . S6666 307563 35R46) 10 073954 080233 ¢.99G1R 1.189R1 1.IR343
163830 241992 302470 3.62'3}1“?‘_._4‘23425 1t 075775 0.84255 1LOS119 127982 1.49845

141731 202558 258568 3.14578 370588 12 06619} 0.63211 071922 080632 0.89342
151106 230927 307123 383331 459532 078086 096093 114101 132108

342173 403568 463013 097016 115378 133740
' '_11.135 116055

: 1606475 070422 DR3640.
20650 261793 3. e M2 LDETISS | 0.65327 075359
1.s§._1gg.__m2‘.1‘9'518 2 50836 18 074269 0.80947  1.00742  1.20533 140333

0.963857

173323 156881

161570 231774 233027 334279 383532 19 074151 080653 100322 1.19956 139589
0.00000 000000 000000 20 0.00000 0.00000_0.00000 0.00000 _0.00000

}_0.00000 0.00000 0.00000
000000000000 0,00000 0,00000 000000
130318 1 194937 224000 233063
130318 1

0.00000 0.00000_ 0.00000 0.00000

101293 121300 141308

LIS B74423 081286 101293 1 .
27 074423 0.81286 101293 121300 1.41308

130318 165874 194937 224000

Table 3-§ Price Indices (Rupiah Basc) in both Case¢B1-44 and CaseB1-46

{1) Import Price Indices (Rupiak Base) (2} Export Price Indices (Rupiah Basc)
Sector Istpariod 2nd 3rd 4th Sth Sactor Istperiod  2nd 3cd 4th
pericd  period  period  perid period  period  periad
t 125982 162329 196621 231249 266212 ] 066540 0.64197 0.70619 0.76434

124074 161642 198461 235417 2.72510
3 LIZS06 148471 177495 206338 235779
_L75405 219102 263144 307302
3 135859 182851 225753 269433 3.1 LB B2 073821 094883 109423 122541
. TR | 1.40889 1.56516 ) 0.65416 074830
71721816 1.56364 190350 224306 238710 7 0.73960 080269 0.95705 1.09795 1.22623
8
9

084771 055255 1
1.15180

075141 082363

126094 197251 230718 264668 069337 _0.70358 080548 0.89638 097885
1.26940 ' 13093897 113742 132200 1.49342
~ ) 720499 10 073954080255 095683 109766 122588
241592 108966 378704 4.51295 1 0.75775 0.34255 101927 118070
202558 260366 3.18069 378374 12 08191 063211 069080 074387 079167
15106 230927 308640 387143 466351 13072966 078086 092297 103261 147062
185891 280678 3.54032 432152 $5.152%2 o 073214 0.78654 093183 1.06442 1.1830%
134487 182200 226303 272036 3ATI0 )53 093653 107067 119275
186152 278749 348914 423760 503533 16 069475 070127 080335 089355 097538
133647 179387 222323 265682 309670 17 067135 0.65327 072382 56
TTTi23323 156881 188903 221162 233659 18 074269 0.80947 096763
161570 350017413076 074151 0.80658 096359

0.00000 0.00000 000000 060000 0.00000 00000 0.00000 0.60000
000000 0.00000 '0.00000 0.00000 000000 00060 0.00009 0,000
0.00006 000000 000000 0.00000 0.00000 22 074123 081285

130318 165874 196913 228564 260836 23 074423 081286 097292 111906 125214
L E30318 165874 196913 228564 260836 0 M J074423 0.R1286 097102 111906 125214
L0318 165874 196913 228564 260836 23004423 081286 097292 111906 1.25214

1.30318 1.65874  1.96913 228564 260836 27 0.74423 0.81286 097292 1.11506 1.25214
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Note: To measure Pass-through effects, we noed Import/Export Price Indices in tenns of USS and Rupish and also need

Exchange Rate. The sources of data we utilized arc as follows:

a) Impert Price Index (USS): This Data obtained from LPEM,

b} Export price index (USS$): This Dala oblaingd from LPE M.

¢) Iinport Price Index (R uplah) Constructed from the import column (409) of nominal {(current pri(‘s.) L0 Tables of 1985,
S0, 93 and from corresponding 1993 constant price 1O Tables of 1585, 90, 93.

d) Export Price Index (Rupiah): Constructed from the export columns {305+306) of nominal (current price) O Tables of

1985, 0, 93 and from corresponding 1993 constand price 1-0 Tables of 1985, 90, 93.
<) Exchange rates: IMF

4) The Exchﬁngc Rate and the Import/Export Prices in Rupiah Ferm for the 1* Period

We assume exchange rate for 1998 at 10,000Rp/$, and then the average exchange rate of the ¥
period is 3,934Rp/$:

Table 3-6 Exchange Rate (Rp/S)
Year Rp'S
1994 2161
‘....2249

1997
e e e L

Averapge

Source: IMF

Then the 1™ period exchange rate for the forcign currency constraints is 3,934Ryp/$, and the
import/export price indices in Rupiah term can will be caleutated as follows:

‘ FB0
IMRED), :(JMR‘;.‘.’M)_[RATE.‘EJE]

IMPED mr$ )\ raTEEe® (3-31)
EXPED  ( Bxp® RATEESD Y

P prioa | EXBperion T1 period (3.32)
EXPE? L RXPS RATES?

Note: Iftﬂ’l(g” s X Pl(:j iog 812 the mid-period year 1996 estimates from the linear extrapolation.
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3.2,2 Optimum Solutions of National IOPM
(1) Assumption of Each Case

JICA Study Team tried to excrcise some currency shock simulations by incorporating three
points: 1) Initial Condition Adjustment Effcct, 2) Relative Price Adjustment Effeet, and 3) Trend
Adjustment Effcct. Under these assumptions, Case B1-17, Case B1-44 and Case B1-46 arc assumed as
currency shock simulation. These Cascs arc constructed from the standard base case of the Cased, with
the macro GDP growth rate = 5.8 per cent of the Ist period combined with some scenarios of future
cxchange rates, and various cases of 3 and of scctoral export{import) upper-lower bounds.

1} Initial Condition Adjustment Effect

Since the period of Repelita VI is almost over, we tentatively assumed the real growth rate in
1998 as zero per cent, and so, the average growth rate in Repelita V1 period(1994-98) turns out to be as
5.8 per cent. Naturally the sectoral growth rates may differ, and so we sct an upper and lower ceiling for
growth rate of cach sector, which tumns out the average growth rate about 5.8 por cent *. Before this
adjustnicnt, the original growth rate in Repelita VI is 7.5 and 7.6 per cent in Case 1 and in Casc 4,
respectively. The lower adjustment of the growth rate in Repelita VI implics a smaler investment for
future development, which leads to a lower growth rate for Repelita VI period, and eventually a fower

adjustment of average growth rate in PIP 1I period.

*The sectoral growth ratc was constrained by 5.8 per cent plus or minus 4 per cent.

2) Relative Price Adjustment Effect

The future trends of export and import prices can be caleulated by the formula (3-8) and (3-9).
We first observed the past trends of (PF), (Pd) and exchange rate, and then estumated the Pass-through
coclficients for exports and imports. For projection work, we adopted (i) the average Pass-through
cocflicient for export except a few cases, because the estimates varied too gicatly among sectors, but (i)
adopted different estimates by sectors for imports, because the estimates by sectors were in many cases

reasonable,
We assumed two cases for future trends of exchange rate: In one case, we assumed a stable rate
after the second period, and in the other case, a very small depreciation after second period, 1 per cent

per year. The forecasted levels of exchange rates are as follows:

(i) Case BL-17: Exchange rales are assumed to depreciate from 3,934Rp/S$(first period) to
3,000Rp/$(sccond period), but is pegged since then at 5,000Rp/S$.
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(i) Casc B1-44 and Case B1-46: Exchange rates assumed to.dcprcciatc from 3,934Rp/S$(first period)
10 5,000Rp/${sccond period), and then, gradually depreciates until 5,805Rp/$(fifth period).

Tabled-7 Two Cascs for Future Trend of Exchange Rate {Unit: Rp/US$)
Case 1993 {(R-V]) {R-VI {R-VIHI]) (R-1X) R-X)
Casel3t-44, Case1-46 2087 1934 5000 5255 5523 5805

3) Tread Adjustment Effect

The depreciation of exchange rate would result in the incréasg of competitive power of export,
and increase in the export growth potential. Therefore, in simulations, the upper and lower ceilings of
export and import growth are set wider than those of standard Case 4. Case B1-17 is set them only in the
first period, while Case Bl-44 and Casc B1-46 are sct them in t:hc first period and afler second period.
The deference between Case B1-44 and Case B1-46 is width of the upper and lower ceilings.

(2) Resulis of Currency Shock Simulations

Summarics of simulation results are shown as following tables and figures. Casc 4 in tables is the
standard base casc without currency shock.

Table 3-8 Annuat Growth Rate of GDP in Each Case Unit: %)
Casc ol 12 3 34 45 L 0s
(R-V1]} (R-VIIIy {R-1X) {R-X0) . Averape
DLaed e L VBA L LBE
8 . 59
SRR LA 47 21 SR
B1-46 58 4.6 68

Souree: MCA Study Team

Figure 3-1 Comparison of Currency Shock Cases with Standard Case 4
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Table 3-9 Annual Growth Rate of GDP Componeat tn Each Case {Unit: 20)

Case 1.2 23 3-4 45 108
(R-VI}) (R-VIID) (R-1X) (R-X) 1 Average
Consumption L . 7.5 7.6 4 1.7
4.0

lnvestment

Export

Impont

Source: HCA Sundy Team

Table 3-10 Scciural Share of GDP at Final Period in Each Case (Unit; %)
Sector (10 Codz) Initial Case 4 n1-44 131-46

Agricobere(l-5y 12.1 67

Mining(6-7) .My ;3B

o | 316
‘___!1.2 ) B2

Manufacturing(2-19)
Light Industn(8-10,19)
Resource-based Industn{11-15)

Machinen{16-18) V28 B
Electricity, Gas& Water(20y i 09 ¢ &
Construction(21) 2.1 9.0 - 7.
Senviees{22-27) 40.1 41.1 45.6 468
Total 100.0 100.0 100.0 1000

Source: JICA Study Team

Figure 3-2 Manufacturing Share of GDP and its Components at Planning Period
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(3) Obseevafions

The differences beiween the past standard Case 4 and the recent simulations, Case B1-44 and

Casc B1-46 show the influences of recent cu rrency shock in the followings:
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1) Deterioration of Tmport Capacity

The currency shock resulted ina éhérp depreciation of Rupiah against the US dottars, so that the
import capacity aggravated greatly. In the s!auda_rd Casc 4, the growth rate of import was 4.4 and 6.9
per cent in Repelila VI and Repelita VI per{ods, rcsi:cctivcly, but in the recent simulation for example,
in Casc B1-46, the import growth is (-)1.8 and 3.1 in two periods, and on the average near to zero. The
huge depreciation of Rupiah occurred in first period also depressed the general import capacity
throughout the PJP II period.

2) Decrease of Investment Activity

As the import dependence ratio of Indonesia is quite high, the decline of impon_cépacity results in
the decrease of investment through the shortage of machinery import and infermediate goods. The growth
rate of investment was 5.5 and 9.6 per cent for Repelita V1 and ReperitaVH periods, respectively, but it
now deercased to (-)2.3 and 0.1 per cent in Case B1-46. Resulting iﬁ the investment abtivitics virtually
ccased in two periods. Although the growth rate recovers in later Repelitas, the average investment

growth ratc in PJP 11 period decreases from 9.5 per cent in Case 4 to 6.1 per cent or to 7.2 per cent in
currency shock simulations.

3) Rapid Export Growth

The quick depreciation of Rupiah greatly improves the international competitivencss of export,
so that the growth rate of export increases greatly in Repelita VI and Repelita VH periods. The growth

rate would slow down in the later Repelita periods, because the supply capacity deteriorates due to the
slowdawn of investment activitics in carly Repetitas.

4) Deterioration of Consumption Level

The average growth rate of consumplion in PIP 11 period decreased from 7.7 per cent in Case 4
to 4.8 per cent in Case B1-17 or to 4. 5 per cent in Case B-1-44, Case B 1-46 n,sp:,ctwel) This implics
that the consunmiption becomes 4.461 times in Case 4, and 2.930 times in Casc Bl- 17 and 2,707 times in

Casc B1-46. Generally speaking, the consumption level would decrease to about a half at the cnd of PIP
T by current currency shock (or radical depreciation of Rupiah).

5) Lower Growth Rate

In the IOPM framework, the growth rate of GDP is .dctcmﬁncd from the demand side and also
from the supply side. At the beginning, export will show a qulckcr growth, but import wilt stagnate by
the high cost and investment and finally consumption would follow. From the supply side, the fowered

capital stock will be constraint the industrial activitics. As the result, the GDP growth rate would

deerease in the early Repelita periods: 7.6 and 8.4 per cent in Repelita VI and Repelita VI in Case 4 to
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5.8 and 4.6 per cent in Case B1-46. The average growth rate in PIP 1 period would atso slow down from
8.6 pec cent in Case 4 to 6.6 per cont in Case B1-17 and in Case B1-44, and to 7.2 per cent in Casc B1-
46. Bascd on these average gromﬁ rates, GDP becomes 5.399 times in Case 4, and 3.744 times in Case
B-1-44 and 4.265 times in Casc B-1-46. Case 4 projected that per capita GDP would altain 8,192,657
Rupiah by the end of PIP H period. IFwe uéc these figures as same condition as Case 4, per capita GDP
would reach $,222,225Rupiah in Case B1-44 and 5,948,136Rupiah in Casc B1-46. In Casc 4, per capita
GDP figure is 5,541,926Rupiah by the cnd of Repelita 1X period. It implics that the development of
Indonesian economy would be retarded about six years.

6) Enomnmous Development Efforts Necded

The teve! of per capita GDP of Indoncsia was 295,317Rupiah in 1980. Now, depeading on the
average exchange rate in 1998, the per capita GDP in dollars would be greatly lowered to the level in
chelii.a I period. If we stick to the caleulation in Casc 4, and project that, it would reach to a similar
level of a targetcd figure by the end of Repelita 1X (around 5,540,000Rupiah). The cconomy of
Indonesia in PJP 1f period must be the following two:

{i) The guick recovery from the lowest level to the past highest tevel of 2,693,645Rupiah: This implics
that the development equivalent to the achicvement in Repelita 111, Repelita 1V, Repelita V,
Repelita VI must be implemented quickly.

(i1} The further development scheduled in Repelita VI, Repelita VHI and Repelita 1X must be
efficiently realized.

Figure 3-3 [nftucnces of Currency Crisis Shock
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In a word, in the coming twenty years, ].ndoncsia must achicve the economic development, which
is equivalent to the dncs scheduled in sévcn Repelitas from J to 1X. In other words, the tasks of seven
Repelitas must be implemented in only four Repelita periods. The accunulated hard and sofi
infrastructures, cspecially the improved human capital, are an important nationat asset when to tackle
such a hard task.



3.3 Exercises by Two-Region IOPM
(1) Assumiption of Currency Shock Simulations

JICA Study Tcam tried to oxercise some currency shock simulations utilizing Two-Region IOPM
in the samc way as National [OPM by incorporating threc points: 1) Initial Condition Adjustment Effect,
2} Relative Price Adjustment Effect, and 3) Trend Adjustment Effect.

After these simulations utilizing National I0PM were made, we received new information of
GDP growth rate, exchange rate, and other current macro cconomic data. With these new information,

the macre GDP growth rate of the 1st period utilizing in Two-Region I0PM is revised to 4.8 per cent.

A future trend of exchange rate is also revised. Exchange rate is now assumed to depreciate from
3,934Rp/$(first peniod) ta 7,000Rp/$(second period), but is pegeed since then at 7,000Rp/$. Based on

this change, the Import price and Export price are re-estimated by vsing Path-through cocflicicnt for
currency shock simultations.

Under these assamptions, Case 1-1 of currency shock simulation is constructed from the
standard base case of the Case 0-1. Conditions for Case 0-1 and Casc 1-1 are shown respectively in the
following tables.

Table 3-11 Revised GDP Growth Rate at 15t Period

Two-Region [OPAL National [OPM
Year GDP Growth (%0) Source GIFP Growth (%) Source
531 22 J— BES 25 .
L A B2 . BES 5 S .
VBB B8 BTSSR TR RS
1908 -39 DMF (revised) 00
Average 4.8 58
Table 3-12 Future Trend of Exchange Rate .(Unit: Rp’Uss}
Case 1993 (R-VI) (R-VID) (R-Vill) (R-1X) (R-X)
Case 1-1 2087 3534 7080 7000 7000 7000
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Table 3-13 Price Indices(Rupiah Base) in Case 1-1
(1} Import Price Indices

{2} Export Price Indices

Sector Ist nd 3rd 4th Sth Sector 1st 20d 3rd 4th 5th
poriod  period  peried  perfed  peried period  pericd  peried  period  period
115982 147806 202162 T3I6TIE 291173 066640 048880 055282 0.63083 0.70185
2 124074 163690 200602 237513 274425 2 070710 055784 067200 0.78617
L3 118906 1.9R44 178893 207341 236900 063093 019077095061
4130149 1T9E93 27388} 267868 111856 4 073738 0.60782 089863 1
2 194574 238030 281486 324902 072274 0.58603 073705 088308 103910
.6 109435 1.25163 140889 136616 1.72343 6+ 065416 046833 05 0.58177 0.6429%
112816 191827 225908 259983 7 073960 061113 0.75868 0.90617 1.05367
&

128099
186940

205798 2. 01,
441447 5. £.07464
z;mn 279122 334473 389824
279391 349215 419039 488863 i

0.75775

064153

202277 270975 329673 38N 12
238723 317498 396272 475047
.3.53137 42 308644 586087
151269 236385 281501 326617

066191

0.48130

{ 063333
“0 94037

0.75850

0.90593

1:12986

131915

1.03336

080800

097447
061394

114034

068026

0.72966

o 273362

060117

0,59456

0.74241

7 0.86878

0.88366

100589

L6 1B6152 333891 427610 501329 375047 69475053620 0.63681 073748 ]

17133647 188768 231973 275177 3.18382 067155049740 0.65018 0.72657

B 323323 1L6OSES 193008 225127 237246 074269 0.61634 021773 106831

VA2 161570 270785 20544 : 076337 091336 106235

20 000000 0.00000 000000 0.00000 000000 0.00000 _0.00000
2 0.00000_ 0 000000 000000 0.00000 0.00000 0

) 074423 061892 077126 092360 1.07593

18 Q. 208693  0.74423  D.61892

V27580 208695 230809 270924 28 0.74123 061892 0.77126 092360 1.07‘;2__3‘

318 177580 208695 230809 2706924 25 074423 061892 092160 107593

130318 177580 208695 239809 270924 27 074423 061892 0.92360  1.07593

Source: JICA Stody Team

Table 3-14 Comparison of Conslraints for Currency Shock Simulation with Standard Case 0-1

Case GDP Growth Exportof
for the 1st Period Sectar 22(Frade)
Case 0-1 Nonz None
e T e e

Note: #* Export Growth rate of Scetor 22(Tradz) is pegged with import and export growth rate of combined sectors other

than Sector 22(Trade) as shown in the following expression.

2%
J I M JJ J o, F
P (F T M X M D)
At Felied) !

sJava 22
K = wlava Java My dava Ja\'a_FD)
22,0 2 K, g, ,joX +M
i21ie22

25
utsid Gutside M 4 Outside ¥
fOvtride > AESTE g e ,f?Xo““ Y. ¥ i )
e izlien ’
~Oulside ~ 22
i ] o
Eyno 5 POulna'e+ 0, t5ide IA :}oquoumJe -lMO” iy, m)

i=1,i#22
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(2) Results of Currency Sﬁock Simulations

Summaries of simulation results are shown as following tables and figures. Case 0- in tables is
standard base case without currency shock.

Table 3-15 Annval Growth Rate of GDP in Each Case - (unit: %)
Case Region 0-1 12 2-3 34 4-5 03
) {R-VH (R-VID (R-V1t]) (R-IX) {R-X) Average
Care 01 Fava S SR .1 SRR o S T S N Y
g3 9.0 75 8.5
JavatOwsidelava 29 95 93 84 | g9
Casz 11 Imva 22 &1 39 67 | a6
Outide Yava 82,008 &7 98 2 | o5
Java + Outside Fava 4.8 2.4 6.6 7.7 5.0 7.3
Source: NCA Study Team
Figure 3-4 Comparison of Currency Shock Case 1-1 with Standard Case 0-1
(1) Total (Java+Quiside Java)
.0
) 70
6.0
5.0
4.0
20
(R-VI) (R-VI]) (R-VII) (R-1X) (R-X)
[:i—la;a+bu(51de Ja__wﬁa((_?ﬁaﬂlﬁ)ﬁ—l_!r-}ava; Quiside Ja‘-‘a(Caseijlﬂ
(2} By Region
110
10.0
90 Lo T
80
07 10
(%) 60 b
40
3o
20

(R-VI) (R-VIY) (R-VIl) RIX) R-X)

329



Table 3-16 Annual Growth Rate of GDP Compaosition in Each Case

(unit: %)

Case Region -1 12 2-3 3-4 4-5 0-5
(R-VE)  (R-VI) (R-Vill) (R-JX) (R-X) i Average
Consumption  CaseG-! Java 70 .23 22 19 79 5..81
Outside Java A . S
Java + Quiside Java 17 ! 20
Java + Qutside Java 20 1.6 3.6
fnvestment Case 01 Java 15 2.8
Java + Outside Java 8.2
Case1-1  Jlava -33.3
Ja
Expord Case -1 Java
Outside Java
Java + Quiside Java
Case 1-1  Java
Oviside Tava
Java + Outside Java
[mport CaseC-1  Java 33
Java + Outside Java
Casz 11l Ja

Java + Outside Java

Source: JICA Study Team

Table 3-17 Sectoral Share of GDP at Final Period in Each Case

(Unit: 26}
Sector (10 Code) Initial Case 0-1 Case 1-1
Java Outside Java Tolall Java Outside Java  Total { Java  Outside Java  Total
Agriculture{1-5} 16.7 23.9 1963 46 10.8 69 179 108 9.9
Mining{6-7) 2.4 21.9 1033 1.0 14.6 60 i 09 4.1 3.1
Manufacturing{8-1%) 271 126 237 | 428 368 406 {455
Light Industry(8-10,19) 158 76 125 1 10.9 7.3 9.5 1209
R SUBLIE '

)]
Electricity, Gas & Water(20) 20
Construction{21) 10.0
Services{22-27) 45.5 27.0 380 1239.7 9.2 358 | 389 254 29.7
Total 100.0 100.0 100.0:3100.0 140.0 100.0 : 160.0 £00.0 100.0
Sourcz: JICA Study Team
Figure 2-5 Manufacturing Share of GDP and Iis Compoenenls at Planning Period
0.0
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(3) Observation

The differences between the standard Casc 0-1 and the recent simulations, Case 1-1 show the

influcnces of recent currency shock in the followings:
1) Growth Rate of GDP

Case 1-1 shows the lower annwal growth rate of GDP than that of Case 0-1, except that of
“Qutside java". The average growth rate in P3P ¥ period is 7.3 per cent in Case -1 as against 8.9 per
cent in Case 0-1. By region, “Java” shows the growth rate of 4.6 per centin Case I-1 as against 9.2 per
cent in Case 0-1, while “Qutside Java™ shows that of 9.5 per cent in Case 1-1 as against 8.5 per cent in
Case 0-1. "this shows the structure of Case 1-1 in which the growth of “Outside Java™ offscis the
decling of “Java™ and leads the growth of the cconomy as a whole.

The growth rate of the economy as a whole during PIP Il period shows the stablc movement of
about 9 per cent in Case 0-1. Meanwhile in Case -1, it shows a strong rcbound to 8.4 per cent in
Repelita VII from the low level of 4.8 per cont in Repelita VI, then dechines to 6.6 per cent during
Repelita VI, followed by the trend of recovery to 7.7 per cent in Repelita 1X and 9.0 per cent in the
tast period, which is higher than 8.4 per cent in the same period in Case 0-1.

2) Growth Rate of GDP component

Each demand component shows the similar trend as the result of National IOPM.
(i) Deterioration of Import Capacity

The currency shock resulted in a sharp depreciation of Rupiah against the US dollars, so that
the import capacily aggravated greatly. In Case 1-1, its rate shows the minus growth of (-)4.7 per cent
in Repelita Vi, but recovers rapidly to 5.3 per cent in Repelita VI, after which, however, it shows only
a little Nuctuation. The average growth rate is 3.6 per cent in Case 1-1, much lower than that of Casc
0-1, which is 7.6 per cent. The huge depreciation of Rupiah occurred in the first period also depressed
the general import capacity throughout the PIP H period.

{ii} Rapid Export Growth

In contrast to Import, Expert shows the favorable 10.9 per cent in Case 1-1 as against 8.4 per
cent in Case 0-1. However, viewed as a whole, the growth rate is slowing down toward the fatter half
of PIP 1I period. The decline is particularly sharp in “Java”. The growth rate would stow down in the

later Repelita periods, because the supply capacity deteriorates due to the slowdown of investment
activitics n carly Repelitas.
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(i) Fluctuation of Investment Activity

Sharp contrast between the movements of “Java” and “Outside Java™ marks the feature of
investment activity. While the latter shows the stable growth rate of about 10 per cent throughout
PIP Il period, the former shows the strong recovery to 38.0 per cent in Repelita VII from the
substantial minus growth of (-)33.3 per cent in Repelita VI, followed by the sharp fluctuation
throughout the plan period, showing (-)1.8 per cent, 14.4 per cent and 8.6 per cent in Repelita VIII,
Repelita IX and Repelita X, respectively.

{(iv) Dcterioration of Consumption Level

The initial decline is steep, with 2 per cent both in Repelita Viand Repelita VILin Case 1-1 as
against 7.7 per cent and 8.9 per cent in the same periods in Case 0-1. However, it shows a substantial
recovery of 2.8 per cent, 3.5 per cent and 7.6 per cent from Repelita VI, Repelita 1X and Repehita X,

respectively.

3) Scctoral Share of GDP

Two-Region 10PM, as well as National IOPM, gives a picture of the economic growth led by
manufacturing industry. Share of manufacturing increases most 1n “Java” in Casc 0-1 as standard case,
in contrast to Case 1-1 as currency shock simulation, in which its share increases most in “Outside
Java”. By component of manufacturing sector, the featurc of Casc 0-1 is a steep growth of machinery

in “Java”, while in Case 1-1, Resource-based Industry in “QOuiside Java” shows a substantial growth.
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- Ch'épter' 4

Selected Development Issues






4.1 Balance of Payments and Exteraal Debt

In this section, we consider balance of payments and debt problems in the context of planning
model. Firstly, we discuss background of the problems and discuss several theoretical underpinnings.
Sccondly, we discuss a simulation model. Thirdly, we discuss probabilistic approaches. Fourthly, we
discuss renewed concern about carly warming system of currency crisis. A brief comment concludes this
section.

4.1.1 Balance of Payments and External Debt during the Repelita VI period

The iimc scricé profilc of the current account during the projecled period is hump shaped. The
current account worsens at first, but improves in the later period. The non-oil export gronth is the main
enging of the Repelita VI, and it is assumed to grow at 16.8% p.a. in dollar terms. The Oil and gas
cxports do not grow as much as non-oil export. The non-oil imports grow at 13% p.a. during the
Repelita VI. Its elasticity to nominal GDP is 1.2. The foltowing figurcs show the growth contribution: of
non-oi} and oil and gas balance to the current account.

Table 4-1  Current Account of the Repelita VI
_{unit: mithion dellar)

93/94 9495 - 95196 96/97 97198 98799

Current Account -2888 -3110 -3145 23325 3135 2796
Non Oil/Gas -5637 5661 -53617 5388 ~-4872 -3835

Qil/Gas 2749 2551 2472 1693 1737 1089

Growth Contribution 93/94 94/93 95/96 96197 97793 98/99
Current Account 1% -1% ~7% -15% -31%
Non Qil/Gas 7% 3% 16% 7% 21%

Qil/Gas 8% 1% 9% -$% -11%

The pattern of the non-oil export improves the current account in the later period, while oil and
gas exports go to the opposite direction. In the final year, the current account improves by 11%, and this

improvement can be decomposed into 31% improvements by non-oil and 21% deterioration by oil and

gas.
Actual figures turns out as follows:
Tabte -2 Actual Current Account Figures

(unit: aullion doliar)

93/34 914/95 95/96 96/97 97/98
Current Account -2,940 -3,488 -6,987 -8,069 -3,603
: Non Qil/Gas -5,474 -7,215 -10,160 -12,606 6,619
Qil/Gas 2,534 3,787 3473 4,537 3,036

Growth Contribntion 93/94 91/35 95196 96/97 97/98
Current Account - ‘ 19% 100% 15% -55%
Non Qil/Gas 61% 1% 31% -711%
Qil/Gas -13% 9% -15% 19%
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To finance the current accbum, the capital movements must match t.he current account deficits.
The Repclité Vi assumes that net borrowings by the public scctor declings, though the gross borrowings
are still important. Private capital inflows are expected to be an increasingly important source of external
financing. The following table shows the growth contribution of capital inflow to finance current account

deficils.

Table 4-3  Capital Flows of the Repelita V1

Growth Contribwtion of Capital Flow 0493 93/96 96/97 97/98 48199
Government Debt 6% 25% 4% 8% 3%
Government Debt Repayments 6% 6% 2% 0% -12%
QOther Capital Flows -108% 28% 1% 12% -1%
Dirgct Investment (Neb) % 6% 7% 1% 6%
Other Capital (Net) A17% 0 12% 10% 11% 8%
Monetary Movement -3% -45% ~26% - -28% %
Errors and Omissions 119% 0% 0% 0% 0%
Capital Movenients 8% 1% 9% -8% -11%

Government debt reduces contribution, but repayments are required. Private capital inflows arc
growing to be an important source of external financing. The monctary movements shows that the build-

up of reserves coutinues, and their size matches debt copayments sometimes.

From the viewpoints of uscs and sources of external finance, the average external financing
through the Repelita V1 requires $17.1 billion, of which the current account is $3.7 billion, principal
repayments §1 1.4 billion, and increase in net forgign assels $2.0 bitlion. On the sourees of $17.1 billion,
direct forcign investment covers $2.9 billion, public borrowings $6.8 billion, and other private capital
$7.4 billion.

Actual figures tums out as follows:

Table 34 Actual Capit'al Flows Figures

Growth Contribution of Capital Flow 94/95 95/96 956/97 97/98
Government Debt -19% 2% 6% 1%
Governmeni Debt Repayments -14% -11% -3% 16%
Other Capital Flows 0% 201% 26% -323%
Brircct Investiuent (Net) 20% 80% 17% -56%
Other Capital {Net) -20% 121% %%  -268%
Monetary Movement 18% -34% 16% 8%
Errors and Omissions 1% -58% -18% 189%
Capital Movements 19%  100% 15% -55%

The current situation already deviates from the Plan. The increased current account deficits are
financed by other capital flows, that is, dircet forcign investment, privéte loans, and shori-tenn capital

finance. Hence, the unfavorable developments created volatile capital movements.

Thesc obscrvations invite well-balanced analysis of the subject, and we initiate fundamental

discussion. The relationship between external debt and economic growth has been a continuing challenge
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and burden in the intermational finance. Fhe debt problems can be classificd in mainly three aspeets,
theoretical, cmpirical, and opcrational. In this section theoretical and cimpirical aspeets are discussed

because of their significance on the long-term planning.

The answver to the question whether external financing promotes cconomic development or growth
looked so obvious before the world dcbt problem of the 1980°s exploded. Therelore, the problem was not
studied scriously until the actual defaults took place. The debt crisis that surrounded the developing
countrigs imposed an austerily on the cconomy. Governments tricd hard to review their prioritics and

rationalize their activitics.

There arc scveral compcting theorics around the developing country debt. Firstly, the
Harrod=Domer mode) is. discussed. Historically, the dynamic analysis started the application of the
Harrod=Domer modcl, According to this type of model, once we sct the target growth rate of an economy,
the required amount of capital inflow follows. [t is convenient and simple to use. It answers the solvency
question as well providing the condition for solvency botween the growth rate and interest rate. That is,
to be solvent, the growth rate must exceed the interest rate. A postulate of constant saving ratio is an

unattractive feature of this type of analysis, but it can be modificd without changing the main conclusion.

According to this model, onc can classify an cconomy inte two types: an import-constrained
economy or a saving-constrained cconomy. It is somctimes called two-gap model. Naturally, this type of
mode! provides supportive arguments about external financing of economic development. External
financing can help the cconomy constrained by its own saving or the cconomy faces the forcign exchange

constraints,

More gencral model is the Solow model, classified as a neoclassicat growth model. This type of
model has a feature that in the steady state the net debtor runs trade surplus to service her debt. The debt
of an economy cvolves with the differential cquation, that can be used as a convenient tool for

classification of the balance of payments of an economy into several stages.

Suppose initially, the cconomy opcrates with insufficient capital stock, that micans there is a room
to equate the domestic marginal product to the world interest rate, and which initially has no debt, where
in steady state the wealth per capita exceeds the capital stock. The economy approaches to the steady
state in five stages; immature debtor-borrower, mature debtor-borrower, deblor-repayer, immatuse

creditor-lender, and mature creditor-lender. The scenario is attractive, but its evidence is not casily
found.

This type of model is characterized by two parameters, saving ratio and population growth.
. External financing may have transitory effects, but has no pennancat cffects, and the necessity can be
shown by modifying the model.

Rcccntly, the ncoclassical model is chailenged by new endogenous model. The Solow model
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cssentially states that, under the assumpﬁon of neoclassically well-behaved production function, constant
saving ratio and population growih, the steady state of the 'cconomy can be characterized Solcl_v by these
parameters. The predictions are simple, high saving ratio implics an afflucnt economy, high population
growth implics a poor country provided other things being cqual. This challenge negates the Solow
model on the ground that it fails to cxplain cross-country variation in income m'ainl:iining the decreasing
relums hypothesis. In particular, the endogenous growth models employ ing reasing returns technology to
explain the differences in income. These models l)picallﬁ' establish the negative relationship between
world interest rate and debtor country growth rate. The supporters of the Solow model claim that it can

accommodate the empirical disparitics in income if the model adds the factor of human capital.

The difficultics are obvions. I onc keeps, faith with the Solow model, it is required to incorporate
the human capital. Or if one takes the new view scriously, the closure of the model requires abolishing of
the assumption oof the competitive economy duc to the non-concavity. It is the assumption so coucial to
conduct cconomic analysis, and also difficult.

From the viewpoint of the role of external finance in raising investment, these models have sinvilar

qualitative characteristics. 1€ the marginal returns on investment exceed the real interest rate, no debt

difficultics arise.

Tuming te the empirical obscrvation, there is a Feldstein=Horioka hypothesis: most of the
investment is self-financed. That is, international capital movements do not have impostant role in

financing capital formation. There were numerous attempts to refute this hypothesis but it still survives.

We can ask a different question on whether the extemal financing speeds up growth, The
historical cvidence shows that there are only small numbers of countries whose growth can be atiributed
to external financing. These countrics have insufitcicnt initial capital stock, but have human capital, such

as Canada, United State, Australia, New Zealand, and Argentina. India will be an exception.

It is interesting to point out that Canada and Argeotina had similar initial conditions and
opportunitics. Both are rich in natural resources and human capital. The only important difference would
be of the trade policy: Canada took free trade, but Argentina did not. The consequence was drastic.

Canada is one of the afflucnt countrics, but Argentina is still classified as developing country.
4.1,2 Computer Simulation Model for Debt Projection

The DBPM is basically a collection of accounting systems. More sophisticated models might
incorporate optimization of the objective function, for instance, by employing lincar programming, which
is search routines for the optimum solution. However, such procc.durcs arg less useful when a model is
used to provide input infonmation to the parent model. Another possibility is the estimation from the

micro econometric model. Econometric cstimation depends on, the past history, thus it is not much
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rcliabe at providing a long run projeetion.

It would scem that a compromising approach is required: computer simutation. The availability of

inexpensive personal computer crables us to overcome unceitaintics.

If the criteria can not be translated into precise mathematical vatues rather than search for the
optimum solution, we can simulate. Values can be introduced for variables for which there are no data,
and the sensitivity of the system to the differcnt valucs are assessed. Although computer simutation lacks
the clegance of mathematical progranuning modils, and docs not provide gencral or best solutions, it

dogs provide good solutions.

By supplying scrics of alternatives and asscssing their direct and indirect effects, computer

simulation models for debt and the balance of payments can becomg an important tool.

One can identify two types of model, an unconstrained trade model and a finance-constrained
model. Most models for forecasting balance of payments assume, explicitly or implicitly, the following

steps.

1. It begins by assuming that import and cxport valucs in a given vear are determined by a number
of cxogenous factors such as developed countrics, growth and inflation, own country’s growth
rate, real exchange rate and the value of the doltar,

2. It derives the trade balance from using these values.

3. Tt calculates the service account including the net interest payments. The net interest payviments are
derived from the indebtedness of the country,

4. It ¢stimates the current account.

This typc of model is called the unconstrained trade model because it assumes that the current
account deficit will be automatically financed. The other type of model 1s the finance constrained model

which assumes the following steps.

It assumes what financing will be available in any given year.
It assumcs interest rates and resufting net interest payments.

It calculates the feasible trade balance,

T

By assuming the exports, it derives the feasible imports and GDP.

The principal purpose of these models is to forceast the constraints of foreign exchange and/or
risks of servicing debt. lnébility to service the debt is due to cither insolvency or illiquidity. Insolvency
occurs due to unsound economic activitics and/or poticics. The capacity of a country’s borrowing
depends on the present value of the discounted stream of net foreign exchange eamings. The expected
future incoime must exceed the value of debt. The requirement is that the real growth rate of the country

must cxeced the real interest rate. lliquidity is a short-run difficulty of scrvicing debt. 1t may occur
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despite the healthy tong-run cconomic outlook of the borrower country.
The Description of the DBPM (Debt and the Balance of Payments Modcl) is as follows:
Nominal exports of goods and scrvices in year t are projected as
XG(f) = XG(O)(1+gx)t -1

XS(1) = XS(O)(1+gxs)t -2

Nominal imports of goods and services other than factor payments are projected as,
MG(t) = MG(O)(1+gm)"t (4-3)

MS(t) = MS(0)(11gms)™t {4-1)

The long-term interest payments are calculated as follows,

IPAY(1) = rppg DPPG(t-1) + rpng DPNG + st DST (4-3)

where DPPG=Public and Publicly Guaranteed Debt, DPNG=Private Nonguaranteed Debt, DST=Short

term Debt. rppg. rpng. and rst are corresponding interest rates.
The profit by foreign investment is caleulated as follows,

PROF(1) = rou KDFI(t-1) (4-6)
where rou=profit rate, KDFl=stock of forcign investment.

The current account is calculated from the above components.

CA@=XG () +XS1)-MG (t)-MS()-IPAY(t)-PROE(E) (4-7)

Given the current account, the capital account is constructed as follows,

KA = R()-R(t-1)-CA(t) ‘ (4-8)

where R= foreign exchange resenves,

The level of reserves is assumed to cqual a fraction of imports,
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R0 = rou {MG () +MS(1)) (4-9)

The dircet foreign investments are assumed to grow at a constant rate

DFKt) = DFKO)(1 +gdfi)*t (4-10)

The stock of DFI is calculated as,

KDFI(t) = KDFI{t-1)+DFI{t) {4-11)

The disburscinents of new loan in cach debt category arc assumed to grow at a constant rate.

Disbursciments of public and public guaranteed are as follows,

LPPG = LPPG(0){1+gppd)™t (d-12)

Also, disbursements of private non-guaranteed is,

LPNG = LPNG(0)(1+gpng)™t (d-13)

Amortization on accrual basis for cach debt is estimated as,

APPG(t) = cppegDPPG(t-1) (4-14)
APNG(t) = epngDPNG(1-1) {4-13)

Given a current account deficit, the required increase in rescives, and the assumicd amount of
direct forcign investment, the total amount of new net lending requised to finance the balance of
paymeats are the diffcrences between the current account, changes in reserves, and foreign direct

investment. Private miscellancous and short term capital are implicit in the calculation.

LST()=KA(1)-|LPPG()-APPGO]-LPNG(APNG(OIDFI()  (4-16)

The total debt is the sum of the previous year's debt plus net borrowing,

DPPG(D) = DPPG(t-1)+LPPG()-APPG() (4-17)
DPNG(1) = DPNG(t-1+LPNG(1)-APNG(t) (4-18)
DST() = DST(-1)+LST(t) (4-19)
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D{t) = DPPG{t)+DPNG(1) DST(®) (4-20)

In a more detailed model, one mu:sl be careful about the dynamics of a long-tenm debt. If a debt is
ncgotiated and scttled, it beconies commitments. This commitied amount will be disbursed later. One
nwist make assumptions on this commitments and disbursements lags for cach cdmbmicn(s of the public
and publicly guaranteed debt. Starting disbursements docs not mean starting the principal repayments
because usually there is a grace period that posipones the priubipal repayments for several years. The
debt dynamics becomes complex. The debt service payments such as the interest and the principal
repayments must be adjusted for these sitvations. Therefore, a debt has complex bfoﬁlc, and takes a long

period from commitments to the cod of payment.

By making the calculation, the necessary amount of required borrowing witl be obtained from the
balance of payments assumption. At the same time the amount of disbursements of the long-tenm debt
will be obtained from the public and publicly gu:irantccd. If onc takes the view of the unconstrained trade
model, the required borrowing must be financed througﬁ capital imports. Capital imports takes fwo
forms, debt creating and non-debt ereating capital imports, Non-debt creating capital import stands for
the forcign dircct investments. OF course, one nceds to consider reserve build-up. As default, the DBPM
assumes that the adjustment occurs on short-term capitat flows. 1f net borrowing has to be financed by

short-term capital inflows, the total debt continues to be accumulated. It, thus, worsens the debt export
ratto and the debt scrviee ratio,

An interesting decomposition of the debl export ratio is the following. By definition, the increasc
in dcbt can be written as,

D{)-D(t-1) = R{)-R{-1}MGS(1)+ D{)-(DFHO+XGS)) (4-21)

where R is the average intergst rate, D is the total debt, XGS is the sum of XG and XS, and MGS is the
sum of MG and MS.

The changes in debt export the ratio can be written as,
[D()-D{t- DYD{)-| XGS()-XGS (- 1) XGS{Y)

= [R{A)-R{t-MGS)-DFIYD() + {rXGS(O-[XGS{H)-XGS(t-DYXGS()} (4-22)

The first term of the right hand side can be interpreted as external factors and the second term can
be interpreted as internal factors.

We can sct the limit of the total borrowing by some assumption about the debt cxport ratio or the

debt service ratio. If such lumit is binding, imports must be adjusted. This case resombles liquidity
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problen,
4.1.3 The Sustainability of Debt: Probabilistic Approaches

This time we will take another approach to the debt problem, which can be classified as
probabilistic models. A number of coonometric studics has attempted to identify the determinants of the
debt default problem. Rescarchers used various methods: discriminant analysis, principal component
analysis, logit analysis, and probit analysis. Variables found to be positively associated with
rescheduling are of debt service obligations at rescheduling, ratio of iniporis to forcign reserves, stock of
debt as a ratio of GNP, and stock of debt as a ratio of exports. In a cross-section model, higher income
incquality was found to be a significant variable. This approach may be called default function
approeach.

A similar question may be asked using time scrics model; a new approach of whether the
historical data provide an cvidence for expecting the preseat-value borrowing constraint of the
government, ‘They asked a question of whether govemments are subject to the borrowing constraint that
the expected value of expenditures docs not excecd the expected present valug of receipts. In casc of a
houschold, it will do so if there is an opportunity of running permancnt deficit. It rolls over debt without
having to pay back. We know it is not possible for the reason of feasibility. However, in the case of
government it is not a straightforward question. If a government runs a deficit and it makes an implicit
promise to creditors that it will sun offsctting surpluses in the futures, we call it is under prescnt-value
borrowing constraint. The policy of running a permanent deficit is infzasible. The empirical tests of this

proposition tumed out to be unit root tgsts.

The default function approach is as follows., This kind of analysis demenstrated that the
probability of rescheduling is a function of the following variables, such as the countrics® current
account deficit, the debt service to export ratio, the ratio of net debt to exports, and the ratio of forcign
reserves to imports,  All the variables execpt the last onc expected 1o increase the probability of default.
On the other hand, there is a view that these variables are the symptoms of the problent rather than the
Causes,

Firstly, the foreign trade regime is important. There is a consensus that outward-oriented trade
policies have been successful in raising the share of exports in national output, promoting growth, and
providing the debt scrvicing capability. Secondly, the importance of political sitwation has to be
considered. In many countries the reliance of a gavernment on foreign borrowing was determined by the
political needs. In their view the political pressures for excessive foreign borrowing tend to be acute in
cconomics with inequalitics of income. Thirdly, conflicts between agricultural and urban interests
influence the political decision of cconomic policy. Governments are the sccure if finds a significant

suppost in the agricultural sector, and favors conscrvative and stable policics. Hence, the estimation



requires to include trade regime, income incquality, and agricultural scale in the cconomy.

The dependent variable (RESCH) is a value of one if rescheduled and otherwise zero,

Rescheduled countrics mean that they rescheduled their foreign debts owed commercial lenders between

1982 and 1987, The independent variables include the trade regime (REGIME), the highest to the lowest

ratio of the perceitage sh‘arc of income quintiles (RATID), the share of agricultural production to GNP

(AGY), and the squared per capita GNP (YC8Q). The data set includes 33 cross-scction of the

developing countrics including Indonesia. The probit result is as follows.

Table 4-5 Estimglion Result 1

Probit Analysis Dependent Variable =Resch
Variable Name Estimated Coeflicicnt Standard Error T-Ratio
0.19273 0.078330 2.4605
Regime -0.08825 0.39826 0.22159
-0.25766 0.090388 -2.8506
-0,0000002 0.0000001 -2.2938
Constant 34380 1.8573 1.8511
Prediction Success Table
ACTUAL
0 1
0 18 2
PREDICTED 1 2 13

As the prediction success table shows, four cases out of 35 cases are not predicted correetly. In
casc of default, the dependent variable takes the value of unity, thus the thirteen out of the fifteen cascs
are predicted correctly. The t-value of REGIME was insignificant, so it was dropped and re-cstimated

the cquation.

Table 4-6 Estimalion Result 2

Probit Analysis Dependent Variable =Resch
Variable Name Estimated Coelficienl Standard Error T-Ratio
19754 0.07602 2.5989
- 26293 008894 -2.9561
-0.0000002 0.0000001 -2.4332
3.3167 1.7860 1.8570

Prediction Success Tabte

ACTUAL
0 1
0 18 2
PREDICTED 1 2 13

As the prediction success table shows, the three out of the thirty five cascs are not predicted

correcily. To check the model, the estimation result of the same equation wsing LOGIT analysis are

presented.
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Table 4-7  Estimation Result 3
Loé,it Analysis bepcndcn! Variable =Resch

Variable Names Estimated Cocfficient Standard Error T-Ratio
Ratio 33570 13614 23658
Agy - 44932 16404 -2.7391
Yesq -0.0000004 0.0000002 -2.2779
Constant 57071 3.2227 1.7709 -

Prediction Suceess Table

ACTUAL
6 1
0 i8 2
PREDICTED 1 2 13

Now we use most recent data of explanatory variables and compare the probability of default. To
do so, we evaluate the above probit equation using more recent values in cach explanatory variable onc
by onc. As the cstimation results shows, the logit estimation result is similar to the probit ¢stimation, so
we use the probit result below. The cstimated probability of 0.0024(0.24%) is obtained from the
cstimated cquation. Improvements in the RATIO decreasc the probability from 0.24% to 0.04%. If every
independent variable is replaced with most recent data, then the probability deteriorates from 0.24% to
34.3%, though it does not exceed 50%.

Table 4-8 Simulation Resulis

Predicted Vatuves
Estimated 0.0024 (Final Test)

Ratio 0.0004 {Inecquality)

AGY 0.6030 (Share of Agricultural Production)
YCSQ 0.0017 (Square Per Capita Income)

ALL 0.3430 {Current Situation)

As the results show the probability of default improves in most cascs, The improvements in
incqualily hnprove the debt situation significantly. The GNP has similar effect. But, the ag,ﬁcultural
share of output (AGY) has adverse cffect, though the dependent variables stay no-default if overall
cficets are taken into account. This can be verified from the facts that the Indonesian agricultural share
decreased drastically and the large parameter value is attributed to this vartable. It scems AGY captures
complex domestic po.lilica] cftects. Of course, this variablc can be scen as a mirror to the

industrialization, therefore, invites controversy,

However, if we omit the agricultural sharc of the cutput from the estimation, the fit of estimation

deteriorates substantially,
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Table 4-9  Estimation Result 3

____Variable Names Estimated Coeflicient Standard Error T-Ratio
Ratio 0.10178 0.03959 25712
Apy -0.15186 0.26928 -0.56394
Yosgq -0.0000007 0.0000003 £.24187
Constant -1.2188 0.36814 -1.4039
Prediction Success Table
ACTUAL
¢ )
0 17
PREDICTED 1 3 8

If we inctude the agricultural sha:re of fhc output, its ¢ffcet is extraordinarily large relative to other
variables. Inequality measure has a large influcnce on the probability of default in these cross-section
excrcises. These variables arc expected to reflect the conducts of the government and the stability of
supports for the current gm'cmnicm.

The unit root tests approach is as follows. Whether a government can run a budget deficit remains
an unsettled and theoretical question, If the government borrows at an interest rate that equals or excceds
the cconomy’s growth rate, unpaid deficit implies that the debt must grow to infinite. it was shown that
the government accumulating ever-growing debt through perpetual deficit financing has a mathematicat
parallel in the proposition that prices can rise continually in a self-fulfilling speculative bubble. Thus, an
empirical test that have been developed for the bubble detection can be applied in this case.

This means that testing for solvency of a government can be pursued by the unit root tests in the

time scrics analysis by examining if the debt path is Stationary.

In the time serics analysis terminology, the testable solvency requirement is that the unconditional
expectation of the discounted public debt should be zero or nonpositive. We ask following questions,
Firstly, is there a stable data gencrating process that describes the behavier of the discounted public

decbt? Sccondly, is this data generating process stationary? Thicdly, is its unconditional mean ¢cqual to
zero?

Establishing nonstationarity would, therefore, imply that the policies pursued during the sample
period, if they were adhered into the indefinite future, mean insolvency of the government, Note that a
finding of nonstationary data gencraling process docs not mean that therx_: will be povermment
insolvency, but that, in the absence of poticy or other changes that render the data gencrating process

stationary, a bankrupltcy of the government may result, The unit root tests can be applicd to tackle this
problem.

The foltowing identity is the starting point of the analysis.



b() = (1 +r(t-1)) b{t-1)-5(0 (4-23)
where b is the d.cbl, ris the interest rate, and s is the surplus{non interest).

Let g be the discount factor from period t back to period zero.

g® = V[ + D) A+t (1 + D)) oo B g =1 (424

Rewrite equation (4-23) by discounting each of (he variable.

q(t) b(t) = q{t-1) b{t-1)-q(t) s(t) (4-23)

Let capital letter means discounted values of the corresponding variables.

B(t) = B(t-1)-S(t) (4-26)

Recursive forwvard substitution to cquation (4-26) yields the following.

B(t) = B{tWN)-S(t+1)-S(1+2)-...-S(t+N) (427

Equation {4-27) can be interpreted as a proposilion that if B{t+N) converges to zero in the limit,
then the current value of the debt equals the sum of expected future surplus.
B(t) = S(t+1) + S{t+2) + ...+ S(t+*) (4-28)

This turns out to be the same as detecting nonstationarity of the time scrics, that is, the unit roots

of the data gencrating process of B(t).

For the purpose of empirical estimation, the average intercst rate for the public and the publicly
guarantecd loan, and the deposit rate are chosen. To obtain the real variables, consumer price index is
used. Due to the lack of appropriate discount factors, several debt scrics are calculated; nominal debt
discounted by average rates, nominal debt discounted by deposit rates, and real debt discounted by real
deposit rates. Furthermore, debt itsclf and debt nct of the foreign exchange reserve are used. For the

purpose of comparison the undiscounted debt and the debt-GNP ratio are also used.

The results show consistently that the data generating processcs of any debt scries are
nonstationary. For instance, in the simp!cét mode), the Dickey=Fuller test statistics and the significance
level are -4.1 and -11.2, respectively. The pattemn of behavior that produces the debt process is not
sustainablc. Note lhis docs not mean that the Indoncsian government is insolvent. It only shows that, ia

the absence of policy or other changes that render the data geaerating process stationary, the government
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is insolvent. There are ample policy options to make the process stationary, such as broadening tax basc

and cutting back the expenditure of the government.

!mporlzint implication of this cxcrcise is the recognition of assct and liability side of the
govemment in the form of discounted sum. This recognition points to the importance of the ALM(Assct

Liability Management) concepts for future analysis.

The two probabilistic modcls show that debt situation of the Indoncsian government is not without
problem. Default function approach showed that most variables are improving and reducing the
probability of default. However, if we (ake the political factor depicted by the share of agricultural
output, the prbbabilit_v of default increases sipnificantly. The unit root tests showed the insolvent data

processcs requiring correction of the future fiscal policy.

Of course, these results need carcful consideration. In particular, default fanction results depend
on the specification. At the same time, the sclection of independent variables are crucial to the results.
Also, the unit root tests are known to have weak power. However, even these points are taken into

account, the results are reasonably robust.
4.1.4 Currency Crises and the Indicators

The recent attacks on the Southcast Asian currencics reminded us of  the vulnerability of

cmerging countries. The fact is simple; huge shift of funds occurred starting from Thailand to

neighbouring countries.

At the same time, the need for early warning system of the currency crises is reminded. Earlier,

Mexican crisis attracted many researchers, and we already have tentative conclusions.

The crisis was started as an atlack on the Thai Baht. Several factors are said to have caused it the
current account deficit, the short-term capital inflows, the non-performing financial institution, and the
running down of internatioral reserves. However, as a first question, we need to know why it has to be

Thai Baht, Were there any signs of crisis in the Thai economy?

Sccondly, following the Thai Baht, most Southeast Asian currencies depreciated, ic., the
contagion occurred. These contagion cffects need an explanation about whether they have been induced

by the difference in capital movements, governmental reaction, or pure speculation.

In this part, we will mainly conduct exploratory data analysis to the first qi:cstion, and try to reach
the tentative conclusion. To do so, we focus mainly on the monthly data. Since it is uscful to be an carly

waming system. Naturally, the data base lack, completeness and so is the analysis.

We can lcam from the lessons of the Mexican crisis. The Mexican Peso crisis of December 1994



brought a ncw concern to the international finance circle. A consensus among observers is that the
Mexico's liugc current account deficit used uvp capital inflows and the Peso crisis was ingvitable,
However, the Southeast Asian cnicrging countrics were not exceplions to the similar problems, but they
did not experience the currency crisis at that time, In addition, there were mixed contagion cftocts of the
post crisis cffccts among the Latin American countrics. For instance, Argentina and Brazil got atlacked,
but Chile and Colombia did not. In 1997, the situation rcversed. The Southcastemn Asian countrics
cﬁpcricnccd the currency attacks from Thailand and spread among most neighboring countries, but the
magnitudes were different. The following graph shows the behavior of the exchange rates (standardized
figures). The Mexican Peso (FXX) was sharply depreciated in December 1894, however, Indoncstan
Rupiah(£X1), Malaysian Ringgit(FXM) and Thai Baht(FXt) were not aflected by that event.

Figure 4-1 Change in Exchange Rates |
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Three variables were found during the ceurse of the Mexican crisis and its contagion, namely a
high real cxchangé rate, a recent lending boom, and fow: intemational resenves. We shall review these
variables in the following graphs. Firstly, we define the real exchange rate index as a bilateral real
exchange rate, using home and the U.S. consumer price indices. The high value signifies real
depreciation, and the fow value significs real appreciation that might represent weak fundamentals due to

the overvaluation.
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Figure 4-2  Bilateral Real Exchange Rates
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As the graph shows, the appreciation of rates are apparent, but they are bottomed around 1994,

and have been fluctuating within a band.

Sceondly, we lock at the lending boom using (Private credit) / (M1) ratio in the following graph.

Figure 4-3 Lending Boom
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Clearly, the credit expansion in Thailand cxceeds others. In terms of the ratio, Indonesia and

Malkayssa are stable and low compared to Thailand.

Finally, we look at the interational reserve adequacy using (M2 /Intemational Reserve) ratio.



Figure 4-4  Intcrnational Rescrve Adequacy
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The forcign reserve adequacy ratio of Indonesia and Thaitand arc fluctuating, bt the reccit
dircetions arc different. Indonesia is improving while Thailand shows some deteriorating trend. In the

case of Malaysia, it is continuously deteriorating recently.

What kind of a tentafive conclusion can be rcached from there. A simplification brings the

following table.
Table 4-10 Results of Observation

Indoncsia Malaysia Thailand
Real Exchange Rate O X X
Credit Expansion 0O 8] X
Reserve Adequacy O X X

From this table, we can rank the countries vulnerable to the currency attack as Thailand,

Mataysia and Indoncsia. This gives weak evidence why Thaitand got attacked first.

The following graph of trade balances might indicate another partial explanation. Thailand

continues to have deficit in the {rade balance throughout the 1990,

Figure 4-5 Trade Balances
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We can also compare the real interest differcnces b_chx‘écn the domestic and the US rates. The real
interest rates are defined as the 6 months time deposit rates or similar rates minus the log differences of

CPIs. All countrics have higher real interest rate difforentials in a recent period.

Figure 4-6  Real Interest Rates
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We can continue similar casual exploratory data analysis, but we should review the literatuse at
this point.

It is worthwhile to review the Krugman mode! of the currency atlack. 1t deposits, that: under the
fixed exchange rate, domestic credit expansion beyond the demand for money leads to the depletion of
international rescrves, and that the currency attack becomes inevitable. Before the attack, dectining
intemational reserves and growing domestic credit relative to demand for moncy can be observed.
Scveral extensions to this approach identified indicators for the currency crisis such as rcal appreciation
of the currency, deterioration of trade balance, and high domestic interest rate. The story behind these
variables is that expansionary macro policy results in both an increase in demand for traded goods which
deteriorates the trade balance and an increase in demand for nontraded goods which feads to the real

appreciation through the changes in the relative prices. In tumn, to defend the parity, the domestic interest
rate will be raised.

Recent theories suggest different paths. The banking scctor problem is onc of them. If high
interest rate is incvitable due to the public debt, for instance, it inay weaken the banking sector. In that
case, the government may dévaluaté rather than baiting out the banking system. An ¢xplanation depends
on the expectation formation to policy reaction. A sudden worsening of éxpcctation may change the
policy of a couniry and it may result in currcné)? crisis. Contagion theory Yooks at the interrclationship
between countries, if one country devaluates the trading pa'rmcr devaluates its c@rrcncy in order to
maintain the competitiveness. Also, if the investors do not distinguish the dif’f‘ctrencc in gconomic
fundamentals in cach country, the comtagion effects become evident, the crisis in the neighbor coimtry

results in the crisis in the country. chuild cffect points out the Sprcad of panics due to the self-fulfilling



speculative attack.

Recent developments classified these crisis modcls as the first-generation and the second-
generation, regpcciivcly, and suggested that these models can not treat current the Asian crises, Firstly,
nonc of the fundamentals that drive the first-gencration crisis models were present. That s, the
governments did nb; have large fiscal imbalances, did not engage in irresponsible credit creation, and did
not have irresponsible monetary expansion. Above all, the inflation rates were in control. Secondly, the
countrics did not have unbearable unemployment, therefore, did not have incentive to abandon the fixed
exchange rate. These point out that the first-generation and the second-generation crisis models do not fit
the facts. Krugiman then procccdud to present a small descriptive model that consists of both moral
hazard of fmancml intermediarics and asset inflation of land and capital, saying that the problem began
with financial mtcrmcdlancs that have implicit govemment guarantee, but not regulated, so there were
moral hazard problem. Excess loan created asset inflation, and the bursting of the bubble was incvitable.
Falling asset priccs mads the intermediarics insolvent, making them stop lending, thus decelerating the
assct prices. These process may explain the scverity of crisis and the vulnceability of the economics, and

may help to explain the contagion between cconomics with few cconomic links.

Rencwed interests in the indicator approach to the currency criscs are prcscnt There are mainly
four categorics in this analysns qualitative dlscussmn discussion of ihc causes and dev clopments leading
to the criscs, examination of stylized facts, estimation of probability of devaluation, and evaluation using
the nonparamectric approach, They advocated the last approach and tested vartous indicators. In fact,
they identified cleven indicators: real exchange rate, exports, stock prices, M2/international rescnves,
output, cxcess ME balances, intemational reserves, M2 multiplicr, domestic credit/GDP, real nterest

rate, and terms of trade.

Defining crisis itsclf is not an casy task. Firstly, It is customary to define a currency crisis as a
large devaluation, but larger than the previous nominal devaluation. Sceondly, one can define crisis
indicator bascd on the cvolution of the real exchange ratc by associating the large jumips in the real

exchange ratc as a crisis. Finally, on¢ can combine relating variables.

It customarily defined the crisis using an artificial variable of the weighted average of nominal
depreciation rate and reserve depletion rate (the sign is reversed). Increases in this index show the
nominal depreciation, and/or the depletion of reserves is happening. Essentially, this index micasuses the

exchange market pressure. Appearenly, the pressure toward the Thai Baht can be seen from this index.



Figure 4-7  Crisis index

The changes in nominal exchange rates and the changcs in intcrnational reserves are as follows:

Figure 4-8 Changes in Componenis of Crisis Index
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The candidates of the indicators arc as follows:

* Capital account: intcrnational reserves, capital inflows, short-term capital flows, foreign
direct ini'cslm_cnt, and differentials between domestic and foreign interest rates.

* Debt ‘]'}roﬁlc: public forcign debt, total forcign debt, shori-term debt, share of debt
classified by type of creditor and by interest structure, debt service, and foreign aid.

» Current account: real exchange rate, current account balance, trade balance, exports,
imports, terms of trade, price of exports, savings and investment.

. Intcmaiional variables: foreign real GDP growth, interest rates and price level.

: Financfal libc_raliiation: credit gro“ th, change in moncy multi-pticr, real interest ratcs,
and spread between bank lending and deposit interest rates.

+ Other financial variables: central bank crodit to the banking system, gap between money
demand and supply, money growth, bond yields, domestic inflation, position of exchange
rate within the official band, and M2/international 1escrves.

* Real sector: real GDP growth, output gap, cmployment, un-cmployment, wages, and
changgs in stock prices.

» Fiscal variables: fiscal deficit, govemment consumption, and credit to the public sector.

* Institutional/structural factors: opcnncss', frade concentration, financial liberalization,
banking crises, past foreign exchange market criscs.

« Political variables: dummics for elections, incumbent clectoral victory or loss, change of

goverument, and degree of political instability.

Then, we obtain signals from cach indicator within 24 months from cach crisis dehined cx-post
using the above indices to count the following matrix. Most of the indicators in tevels arc transformed to
some difference series and measured from the mean. Those signals arc spikes execeding the individually

caleulated threshold level.  (For details, please sce the original paper.)

Table 4-11  Classification of Signal and Crisis

Crisis No Crisis
Signal was issued A B
No Signal was issucd C D

Then, we calculate the probabilitics using A, B, C, and D. Among thesc probabilitics,
P(Crisis/Signal) or A{A+B) are as follows: real exchange rate(67%), exports{d49%), stock prices(49%),
M?2/international reserves(46%), output{d9%), excess Ml batances(43%), intermational reserves(41%),
M2 multiphier(40%), domestic credityGDP(39%), real interest rate{34%%), and terms of trade(36%). The
average lead timc ranges from 17 months to 12 months. For instance, real cxchange rate signals the first
sign on average ¥ momhs bcfore the crisis. That means that all the indicators send the first signal
anwhurc bch\ccn a )ear anda )ear and half boforc the crisis. The signal approach can be useful as the
basis for an carl) waming sy stcm of the currency crises. In particular, signals occur sufliciently early to

allcw preemptive policy actions.
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We can plot the top four major indicators, namely, the changss in real exchange ratc(DRFX), the
changes in exports{DEX), the changes in stock prices{DSP), and M2/intcrnational reserve ratio(MRY),

which are shown on the following graphs, Note all the variables are normalized.

Figure 4-9 .Major Indicators of Indoncsia
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Figure 4-10  Major Indicalors of Malaysia
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It is clear that real exchange rate plays a crecial role. So it is worthwhile to review the real

exchange rate. There are mainly three altematives to calculate the real exchange rate,

Before discussing ﬂlc real exchange rate, we can summarize the factors that affeet the nominal
exchange rate. That is, from the vicwpoint of supply of the forcign currency, the improvement of the
efficicncy of the export industry, the development of the new export prodilcts or increases in capacity of
export goods and, from the i'ic“'point of demand for the forcign currency, the reduction of import
restrictions, the increases in income which arc partly spent on tradable goods, the changes in the Ievel of

debt scrvice payments, and the changes in world prices of import goods.

Firstly, onc can ger by deflating the nominal exchange rate with some price level, for instance, the
conisumer price index or the GDP deflator. At an inflationary period, this is useful especially when local
prices arc increasing rapidly, neglecting world inflation does not create significant problem. In case that
rclative inflation is important, the real exchange rate is obtained from changes in the purchasing power of
the dollar by multiplying a general dollar price index. This can be caleutated using the wholesale price
indexes of G5 countries with weights that have been employed in the IMF calculation of the Special
Drawing Rights. In this case, the real exchange rate measurcs the price in its own currency of an
intemational curcency basket, which are built up of the wholesale price, of the G3 cconomics. Then, this
price is deflated by the country’s own CPI. It is the real price of the real dollar.

Secondly, the real exchange rate is calculated by adjusting changes in the prices of tradable goods
relative to those of non-tradables. Under flexible exchange rates, the adjustments ideally occur by
movemeats of the nominal exchange rate. Under fixed exchange rates, with tradables* price that is given
in the world market, adjustment occurs through the intemal price levels. In either case, adjustment occurs

as changes in the ratio of tradables prices to non-tradable prices.

Thirdly, the real exchange rate examines the forces working on the respective prices of tradables
and non-tradables, The nominal exchange rate is the variable that brings changes in the intemal prices of
tradables for given levels of their world prices. In this case, we can view the level of wages that
determines the internal pric::s of non-tradables. Thercfore, real appreciation implics gain in the real
wages, while real depreciation implics loss of the real wages. The cuphoria following the real
appreciation, and the pain following the real depreciation.

In practice, the real exchange rate can be calculated from the nominal exchange rate times the
world pncc level dmdcd b) the general pncc level of the country. Because the price levels refer to
average prices, so are the nommal cwcha.ngc rates. chardmg the internal generat price level that deflates
the nominal exchange rate, the best cand;datc is cither the consumer price index or the GDP deflator
bccausc 1t includes both tradables and non-tradabtes. chardmg the forcign price level, there is a

consensus that the forc:gn “holcsalo pnc«. index will be chosen discretionarily.
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In the meantime, can always find results néga!ivc to the above approaches. For instance, while
onc cstablishes that the reat éxéhanﬁ;e ratc is a summary variable and an important lcéding indicator of
the currency crises. When éxpcctations of dopreciation from the survey data are regressed against
altemative 111isaiignhxént n1ca§1nrps, the cocfficients are pdéilivé and signiﬂcahl. However, in a pancl togit
regression of a crisis indicator on expecied dcpfcciation, the cocfficicnt is close to zero and insiguiﬁcant.

Therefore, exchange rate criscs are largely unpredictable events.
4.1.5 Concluding Note

Developing countrics gained access to external financing through globalization and integration to
the world cconomy. At the same time they experienced greater exposures (o iﬁlcmational disturbances.
While sound cconomic policy is important, it is necessary to prepare for the sudden currency crises. To
reduce vulnerability (o such shocks it is recommended to reform the debt policg,', In particular, the idea of
the Asset Liability Management (ALM) of priyatc firms is uscful. The currency composition of a
country’s external debt can serve as a hedging instrument against the changes in exchange rates and
commodity prices. In particular, in the casc of Indonesia the optimal debt portfolio consists of a larger
proportion of US dollars and a smaller proportion of Japanese yen. With an optimal debt portfolio,
Indonesia could still manage its extemal shocks effectively ¢ven she has only limited access to the
organized hedging market, and has only limited resources to bear the fees of futures and derivatives.
There are a number of derivative instruments and strategics, such as currcncy Rutures, forward contracts,

foreign currency swaps, and foreign currency options.

For instance, changes in the dollar value of the external debt between 1993 and 1995 were dug to
the cross-currency movements, primarily of the appreciation of yer. In the case of indonesia, her export

revenues were mainly in dollar, while a little less than half of her external debt was in yon.

At the same time, the vainerability of developing countriés to extemnal shocks depends on the
interest rates and the maturity of foreign currency deneminated debt. Financial deregulation and resulting
increases in short-term capital movements may make a country vulnerable l.o liquidity cﬁscs. One way of
looking at the Mexico’s erisis is that the proﬁ]em \\‘aé nol the level of burden of dcbt; rather the
compasition of debt structure of currencies and maturity, The chdicé of culrrcncics and the maturity of
external debt tend to depend on the lower risk premium and coupon rates for the purpose 6f initial budget
savings rather than considering their long-run conscquences.

The simulation modet discussed here uses the parameters that are calibrated disér_ctionarily.
However, this type of model is expected to be useful in the long-term programming exercises because
back-solving capabilitics arc valuable to provide necessary constraint conditions such as the forcign
cxchange ceilings. Also the choice variables in the [OPM such as cxports and imports can be substituted

into the model. Furthermore, it can be modified to cateulate the preseat value of the current account and
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debt that is, the first stép to consider ALM techniques. It can be used to caleulate the weighted average
term (o maturity, sometimes called duration. Therefore, solvency can be discussed by equalizing not onty
the present vatue but also the duration of asscts and habilitics, the necessary condition for immunization.
Even if it is not operational to use ALM techniques for a country, the duration provides a convenient way
of computing the change in value that will eccur when various conditions change. At the same time, one

must use alternalives such as probabilistic and indicator approaches.
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4.2 Industrial Development

4.2.1 Dévelopinent Plan and Past Performance of the Industrial Sector

(1) Introduction
1) Review of the past 23 years

During the first tong-term plan period, Indonesia’s industrial sector experienced a very rapid
grownth at an average rate of 12% per year in real term. In the final year of the Repelita I, the share of
industry in the national product, including oil and gas industrics, was only 9.6%. The rapid industrial
growth resulted that the share of industry went up to 20.8% in 1992, Since 1991, this share of industry to
the national product has exceeded that of agriculture,

During the first half of this period, the import substitute industrics were developed intensively,
whilc export-oriented industrics expanded in the latter haif of the period. This was brought b\ a serics of
dercgulation policics since the 1980s. In the Repelita 1V and V there was also a change in the order of
priorities, although the same policy objectives were set in both five-year plans. The promotion of cxports

was given priority over "the deepening of the industrial structure”.

Export of non-fucl industrial products rose 18.2% annually between 1969 and 1983, and 22.2%
per year between 1934 and 1992. Substantial growth in export of industrial products was gencrated by
labor-intensive industrics and resourc oriented industrics such as textile, wood-processing and leather

industrics. And in 1990s, clectric instouments and electronics were added as export products.

Regarding the employment, in 1971 industrics provided jobs to the 6.8% of the nation's work
force. It grew to 9.3% in 1985 and to 11.4% in 1990. Comparing the share of employment and that of

the GDP, however, it is noted that the ecmployment absorption rate of industrial scctor is relatively low:,

In the final Fifih Five-year Plan, the average growth rate of the industrial scctor was expected to
be 8.3%, and the contribution to the GDP was targeted to be 17.0% in the final year of the Fifth Plan.
Compared to these targets, the industrial soctor grew at the rate of 12.6% and the contribution to the
GDP achieved 20.7%. The speed of industrial expansion has been aceelerated .

2)International Comparison

‘Table 4-12 shows the percentage share of manufacturing sector to the GDP and its growth rate in
some devetoping countries. Comparing to the Latin American countrics, Brazil and Mexico, which were
atready well industrialized in the mid 70s, the industriatization of South East Asian countrics started
more recently and has been accelerated especially during these ten years with the pace of more than 10%
annual growth. Alihough the Indonesian figure is refatively low among these Asian countrics, it exceeds

that of Mexico and is almost on a level of Brazil. Considering the fact that the share of manufacturing
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industry to the GDP was less than 10% in 1975, the industrinlization of Indonesia has been advanced

with various kinds of investment during these two decades.

Table 4-12 Manufacturing Share and Growth Rates

Manufacturing Rates of GDP (%) chrf):&uraa cturing
counteyfyear 1975 1985 1994 1995 | 197584 198595 1991 1995
Brail 30.3 337 252 24.8 26 09 5.8 1.6
China 1.6 354 370 376 13.1 12.3 17.2 13.0
Indonesia 9.8 16.0 235 213 14.4 10.9 125 1.1
Malaysia 16.9 185 317 331 9.0 13.5 14.7 14.7
Mexico 219 235 19.7 198 14 28 36 64
Thailand 18.7 219 285 29.2 16 13.7 12.0 12.3

Sowirce: Trends in Developing Economies 1996: WB.

3) Increase of Establishments and Employment

In Indonesia, the 1996 Economic Census has started its publication since March of 1998, and

some data on numbers of cstablishments and employces are alrcady available. From this sccond

cconomic census, we can so¢ the transformation of each economic sectors {sec Table 4-13). The

manufacturing industry increased its number of establishments from 1.53 million in 1986 to 2.76 million

in 1996, with the annual average growth rate of 6.1% over these 10 years. Regarding the coaployment,

the percentage of labor absorption of manufacturing industry was 10.7% in 1986 and it amounted to

15.1% in 1996, In terms of both establishments and employment, the industrial scctor expanded at more

than double of the average growth rates of all the cconomic activitics, the latter rates were 2.9% for

establishments and 3.0% for employment.

Table 4-13 Number of Establishments, Employees, and Their Annual Rate of Growth During 1986-19%6

{Thousands)
Industry Establishments Fmploveecs
1986 19%6 Growth{%) 1986 1996 Growth(?s)
1. Agriculture) 201175 (684) 22,5356 (57.8) 11 | 323478 (653) 32,1832 (485) 01
2. Mining & Quaming 1278 (04) 1926 (05) 42 3287 (07) 4469 (07) 31
3. Manufactaring Industry 15336 (52) 27593 (71) 61 52865 (107)  10,039.5 (15.1) 66
4. Electricity, Gas and Water Supply 205 (0.1 136 (004 40 97% (02) 1403 (02) 37
S, Construdtion 8 (©3) 2112 (05) 94 3678 (07) 10397 (16) 110
Wholesale and retail Trade,
6. Restaucants and Accomondation 51056 (17.4) 94623 (243} 64 65174 (110) 15,2057 (229) 8.2
Services -
7. zmci‘g:g*'m 2823 (30) 17334 (45) 70 13841 (28) 24986 (38) 61
8. Financial lnstitution 228 (0.1) 733 (02) 124 2388 (0.1) 6512 (10) 103
9. gﬁ:féﬁ?cfsm‘”s"'“““"”’d 1,4985 (5.10) 19811 (5.1) 28 24032 (49) 40980 (62) 5.5
Total 20394.8(100.0) I8962.5(1000) 29 | 49.382 (100.0) 66,313.1(100.0} 30

Souirce: 1996 Economic Census, BPS
Note:¥) The Higures of Agriculture sector are extimated from Agrivuliure Census 1993
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(2) PJP Il and Repelita VI

The industrial scclor is expected to be an engine for cconemic development in the second 235 years.

It is expected to increase business opportunitics and jobs and to strengthen the national cconomy by
creating forward and backward tinkages between scctors.

)PP

In the Second Long-tcrm Plan, the objective of the industrial development is to establish a strong
and modern industrial scctor that is capable of promoting a self-reliant and dependable economy. For
that purpose it is necessary to improve the competitive capacitics, to disperse industrics through out the
country, to strengthen the small and medium industrics, and to cstablish dependable physical and

institutional facilitics.

The quantitative targets of the industrial soctor were set as follows.

- Share to GDP 32.5%
- Absorption of labor force 27.5%
- Avcrape annual growth rate of manufacturing value added 9.2%
- Annual growth rate of employment in manufacturing 4.4%
- Average annual growth rate of non-oil manufacturing 9.8%

- Annual growth rate of employment in non-oil manufacturing 4.4%

- Average annual growth rate of labor productivity 4.8%

2) Repelita VI

During the period of the Sixth Five-year Plan, the average growth rate of the industrial sector,
which includes oil and gas industries, was estimated 9.4%, and it was cxpoected to raise its cdntribution to
the GDP from 20.8% at the end of the Fifth Five-year Plan to 24.1% at the end of the Sixth Plan. Non-oil
manufacturing industrics, on the other hand, was expected to grow at an average rate of 10.3% annually,

and that it would raise the contribution to GDP from 17.6% to 21 .3% during the Sixth Plan period.
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Table 4-14  Farget Added Value Growth of Manufacturing Industry 1954795 - 198/99

{percent per annwn)

End of Repelita VI
ftems Repelita V. 1994795 1995/96 1996/97 1997/98 1998199 Average
1. Manufacturing Industry &8 9.4 89 3.9 10.0 9.7 94
2. Non ¢il and Gas Manufacturing Industry 10.0 10.0 10.1 10.3 10.5 10.7 10.3
a. Agro-industry , 83 8.1 8.2 8.4 8.3 8.4 8.2
b. Basic metal and capital goods industry 123 12.3 12.4 12.6 128 13.0 12.6
¢. Chemical industry 83 9.2 9.4 9.6 10.0 103 9.7
d. Other important industrics 13.5 124 126 131 132 137 130

{include textile and garment)

Table 4-14 shows the targeted growth rates in added valucs of manufacturing industries during
the Repelita VL. Agro-industry was projected to grow at an average annual rate of 8.2%, basic metal and
capital goods industry at 12.6%, chemical industry at 9.7%, and other important industrics, which
include textilc and garment industrics, at 13.0%. Export of industrial products was estimated to grow

continuously at 17.8% pcr year during the Sixth Plan period.

Along with this projected expansion of the industrial production, 3,020,000 new jobs were
expected to be created during the Plan period, which meant the industrial sector was expected to absorb
25.3% of the new cntrics into the labor market. The labor productivity in this scctor was alse expected to

grow at an average rate of 4.0% annually.

To accomplish the above targets, the foltowing strategics were focused: 1) developing broad-
spectrum industries ortented towards the international market, natural resource-intensive industries with
a rising technological level, labor-intensive industries which become more skill-intensive over time, and
technology-intensive industries; 2) developing industrics by accelerating technological mastery n order
to solidify the base for producing superior industrial products; 3) developing industries which rely on the
market mechanism, with the private sector in the lead; and 4) developing industrics which emphasize
growth and income distribution by giving priority to thosc industries capable of fast grewth and
improving the participation of the broader community.

In accordance with these strategies, development prioritics were set in: 1) agroindustrics; 2)
mincral processing industries; 3) machinery, capital goods and clectronics industrics, which produce
components and engage in sub-assembly; and 4) export-oricnted industrics which become increasingly

skill-intensive and divessified over time, including textiles and textile products.

In addition to the priority subsectors, the growth of competitive small and medium industrics were
also aimed to be stimutated in the Sixth Plan. Linkages betwecn large, medium and small industries were
emphasized to be developed through mutually profitable business partuership, as well as the development

of régufatorj' support institutions ang business partnceship institutions.
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(3) Performance in the Pcriod‘ of 1993-1996

Mamlfacturing industry achicved an annual growth rate of 1 1.6% in the period 1993-1996, and
accounted for 25.5% of GDP in 1996, Exc.luding oil and gas proccé-sing,_ the growth rate of
manufacturing scclor reached at 12.8% during the saine period, and its share to the GDP amounted to
22.8% in 1996, Compared o the target anmual growth rate of Repelita VI shown in Table 4-14 | actual
performance of industrial scctor surpassed those mrgcts up to 1996,

The development of industrial sector in recent years quﬁltcd in an expansion of cxport of
manufactured products. In 1996 the export vatue of non bil-gas manufdctufihg ihdushy amounted to
US$32.1 billion, which was an increase of 37.8% of the final S'ear of Repelita V, 1693, The contribution
of nen oil-gas industrics amounted to 64.5% of the total export of Indonesia, and to that of non oil-gas
shared 76.5% of the total export. The development of industrial sector could be éhar_actcrizcd not only by
an increase of export volume, but also by the diversification of export products and tho mmprovement of
the quality:,

Up to 1996, the food; beverage and tobacco industry still contributed a significant 67.3% to the
growth of non oil-gas manufacturing industry, while the fertilizer, chemical and rubber industry
contributed 10.4%, the textile, leather and footwear industry 7.6%, and the transport vehicle, machinery

and apparatus industry 3.8%. These four groups of industrics together contributed 89.3% to the growth
of non otl-gas manufacturing industry.

The employment opporfunity in industriat sector increased much and the sector absorbed 9.9
million people, or 12.6% of the total number of manpower in 1993,

1} Agro-industrics

During the first three years of Repelita VI, agro-industics achicved a significant progress and their
role became more and more important, not only beeause the subscetor met the basic needs of the people

and their potential to develop national resouress, but because they developed into export industries.

In the group of food and bcvcragcs., the production of coconut oil and palm oil showed prominent
mercases in 1996 with 38.6% and 34.9% over the previous year respectively. The powdered mitk and
margarine production also increased by 13.5% and 1.5% more than the previous year. The production of
other commodities in agro-industics grew at 5.0% on the average,

The wood processing industrics generally perforned salisfactoﬁly in 1996. However, the
production of plyweod, sawn wood and particle boards have declined bcéause of the decreased supply of
raw matenials. On the other hand, the production of decorative plywood, doors and frames of
doorsfwindows showed significant increases of $7.4% and 28.0% respectively compared to the
production in 1995. Other products which increased the production are fumiture, prefabricated housings,

and rattan products. The increase of value added of wood processing industry was caused by the effort of
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diversification of products which previously consisted only of plywood.

The paper and pulp industrics showed an increasc of production in 1996, paper with 17.2% and
pulp with 12.1 % increasc aver the previous year. Compared to the production in 1993, the paper and
pulp industrics expanded their production by 61.2% and 73.8% respectively.

The leather and footwear industrics are playing an important role in export of manufacturcd
products. In 1996 the production contintued to grow at 9.0% on the average.

The rubber based industries also showed big ncrease in the production of motorcyele tircs
(42.0%), tires for four wheel motorized vehicles (18.8%), and bicyele tires (14.8%) in 1996 compared to
the previous year.

2} Metal, Machinery and Electronics Industrics

This group of industrics corresponds to the category of basic metals and capital goods in Repelita
V1, which bears the most emphasized and 'stratcgic rolc to cnhance the technological competence and to
strengthen the industriat structure of the country. The products of these industrics are nceded by these
industries themsclves or 'by other sectors of cconomy, such as agriculture, mining, communication and

other services sectors.

During the period of 1993-1996 the subsectors of this group which had shown significant
development were the industrics producing 1) industrial machinery and factory tools, 2) heavy-duty
cquipment/construction tools, 3) agricultural machincry and tools, 4) machinc components, 5)
commumnication devices, 6) clectronic data processing instruments, 7) electronic instrumcatation and
control devices, 8) computer software and hardware, 9) transportation devices, and 10) basic material

and intermediary products for downstrcam industrics.

The production of these industrics showed a steady growth in general, although the production of
some of thesc industrics was still fluctuating. Such a condition was influcneed by the demands of
domestic market and exports as well as the development of domestic capital investments. The machinery
producing industrics in gencral still depended on domestic markets, because their products were yet not
.ablc to compete with imported machincrics. However, significant increases in production were scen in
the industry of agriculture machines and teols, and industries of heavy duty cquipment and construction
tools. The production of factory machines and tools, stecl constructions and boilers for inslance, also
increased in 1996,

Since 1993 the production of motorcars had been continuously expanding. And the production of
components of motorcars had also been growing in line with the development of auto industry.

The industry of clectric machineries showed a substantial increase as well as the clectronic

industrics. The development of the electronic industries was caused by the relocation of overseas
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advanced clectronic industrics to Indonesia. These industrics had a significant role in export and in

increasing domestic consumption,

3} Chemicat Industnics

The chemical industrics are capital intensive and require the vse of advanced tcchﬁologj'. They
also use encrgy and local natural resources as their imputs, and this scctor preduces the basic
conunodities for other industries. Therefore, these industrics are positioned to fink upstrcam and
downstream industries and strengthen the industrial linkages in the cconomy. The market of the products
of chemical industrics was primarily domestic, and only surplus products were exporied. The production

in general showed a steady increase, supported by an expansion of production capacitics.

As an agricuftural input, the production of fertilizers increased substantially in 1996, Among
others, it is caused by the expansion of oil palin plantations. Especially the production df urea increasced
by 13.7%, and those of TSP and ammonia with around 3% increase. The production of inorganic
chemical industry, which includes caustic soda, oxygen and nitrogen, showed an increase around 3%
over the previous year. In the group of organic chemical industrics, the production of polystyrene showed
a significant increase of 41.9% in 1996 over the previous year, and that of cthylancélatc with 16.3%

increasc. Other products in this group showed an increasc of 3% on the average.

The group of nen-metal mining products achieved a notable increase, such as ceramic insulators
(126.3%), cement tiles (28.0%), white coment (24.3%), asbestos cement (16.79%), sanitary ware (15.7%),
and crockery (13.0%).

4) Other Important Products

Textife products still have an important role in Indonesian industry. The textile industry is the
largest contributor of non oil-gas exports, and a large absorber of labor force. In 1996 the production of
sheet textile and ready-made wear increased by 14.3% and 3.8% respectively. And also noted were the

~ increase of production of plastic bags {17.0%) and of plastic sacks (17.0%).

3) Export Oriented Industries

Industries which significantly contributed to the total export of non-oil ga.s manufacturing
industry in 1996 were industrics of textile products (19.9%}, processed wood (17.9%), electronics
(10.4%), and leather and footwear (7.6%). The industry of textile and téxtilc products, and the electronic
industry, which were previously established as import substitution industries, developed rapidly into

important export oriented industrics. Export of clectronic products amounted to USS 3.3 billion in 1996,
with the increase of 31.8% over the previous year. '
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4.2.2 The Industrial Structure

A comprchensive picture of Indoncsia's industrial structure in 1986 is presented in Table 4-15,

in which the data are based on the 1986 cconomic consus.

The data in column 2 of Table 4-15 show the oil and gas processing industrics (ISIC 333/4) were,
the most imporéam manufacturing industrics in 1986, accounting for 28% of the total manufacturing
value added (MVA) (26% if the small enterprises are included). The only non-oil and gas industry with
value added more than 10% of the totat MVA was the tobacco industry. The relative importance of the
various non-fire! industry is shown in the column 1, and they are the tobacco (17%), textile (12%) and
the wood products {10%) industrics, followed by the basic metals (8.5%), food products (8%), and
transport cquipmient (6%) industries. |

Concerning the employment, largest employers were the textile{18%), food products (13%), and
tobacco products {12%) industrics, from ihc data in column 4. While the industrial sector contributed

21% to the GDP in 1991, it absorpted only 10.4% of the total labor force of Indongsia.

Morcover, the structure of manufacturing employment was that about two-thirds of industrial
workers were cmployed in small and cottage industrics (4.8 million in 1991), with the remaining one-

third in large and medium enterprises (2.7 million in 1990).

4-33



Table 4-15  The Structure of Manufacturing, 1986

{percentage of total)

Out put Employment
Ld® L+M L+M+S" LM LiMiS
IS1C Industey excluding oil including including
and pas oil and gas il and gas
— (n 2 ) Q)] (5}
31t Food Products 8.2 6.0 6.9 129 133
312 Food Products 33 24 29 53 79
313 Beverages 1.3 1.0 1.0 0.7 0.7
314 Tobacco 16.8 i2.1 1.7 117 12,0
321 Textiles 116 8.4 8.1 180 143
322 Garment 1.7 1.2 1.7 3.7 5.1
323 Leather products 03 0.2 0.3 0.2 04
324 Foolwear 0.5 03 Q.3 0.5 1.0
331 Wood Products 10.0 7.2 7.2 2.9 9.1
332 Furniture 0.3 0.2 0.6 0.8 25
341 Paper products 1.3 1.0 10 L3 11
342 Printing & publishing 2.0 14 1.6 22 23
351 Basic chemical 53 38 3.6 2.1 i6
352 Other chemicals 5.0 3.6 36 3.9 3.0
353/ Giland Gas processing 00 27.6 259 13 0.9
4+ Rubber products 31 22 2.1 53 38
355 Plastics 14 1.0 1.0 2.9 23
336 Pottery and china 0.4 0.3 0.3 0.7 0.5
361 Glass products 1.3 0.9 0.9 0.6 0.4
362 Cemenl 30 22 23 1.7 2.7
363 Structural clay products 0.2 0.2 0.4 1.3 33
363 Other non-metallic mincrals 03 0.2 0.2 0.4 0.4
369 Basic metals 85 6.1 58 1.0 0.7
370 Mectal products 3.9 28 29 35 35
381 Non-electric machinery 03 0.6 0.6 0.9 0.8
382 Elcetrical cauipment 30 22 21 22 1.7
383 Transport cquipment 6.1 4.4 12 38 2.9
384 Prolcssional cquipment neg. neg. neg. 0.1 0.1
385 MisceHancous 0.4 03 0.5 08 14
3%
Total 100.0 100.0 100.0 100.0 100.0

Valug added in Rp billion; employ ment in thousands:

Excluding oil and gas 10,197.3 11,0977

Including oil and gas 14,081.2 14,981.0 1,869.0 2,709.5

neg.= negligible, that is, the share is less than 0.1 percent

a. Output refers 1o value added; data on the value added of the oil and gas processing industries were obtained from the
Indonesia’s national accounts of 1986.

b. Accerding to the Central Bureau of Statistics (BPS): L = large enterprises (that is, establishments employing more than
onc hundred works), M = dMcdium enterprises (that is, cstablishments employing belween taenty to ninely-nine
workers), 5 = small enterprises (tat is, cstablishments employing five to nineteen workers). (Collage enterprises include
establishnient employing less than five workers, including unpaid family workers.)

Source: Ml {1990} “Indonesia’™s Industrial Transformation: Part 17
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Table 4-16  The Relative Importance of Small Enterprises in Indonesian Manufacturing, 1986

Entcrprise size Eslablishm'cn!s Employment Value added at market prices
: Number  Percent  Number  Porcent  Million rupiah  Percent
Large and medium cnlcrprises 12,765 0.8 1,691,435 327 9,348,483 822
Small enferpriscs 94,534 6.2 770,144 14.9 775,304 6.8
Coltage enicrprises 1,416,915 93.0 2,714,264 524 1,254,419 11.0
Total 1,523,935 1000 5175843 1000 11,378,206 160.0

Source: Biro Pusat Statistik (1991).

In Table 4-16, the establishment, cployment and value added production by the size of
enterprises are shown. From this table, it is indicated that the average value added per worker in farge
and medium cntcfpriscs cxceeded that of small enterprises by a factor of 5.3, and that of the cottage
cnterprises by a factor of 12. Table 4-16 also shows that while large and medium enterprises accounted
for only 0.8% of all the manufacturing cstablishments in the country, they produced more than 82% of
the total value added utilizing 33% of the manufacturing labor force. On the other hand, cotiage
industries accounted for 93% of the number of total ¢stablishments and absorbed more than one half of
the manufacturing labor force, however, they produced only 11% of the value added.

According to the 1996 cconomic census, some new data on the number of cstablishments by
subsectors of two digits are given in the next table 4-17. ‘The food, beverages and tobacco industry had
the largest number of establishments, followed by the wood products and furniture industry. The shares
of the two subsectors were 35.1% and 33.8% rcspcélively, and the sum of them amounted to 68.9% of
the total establishments. The third importance in number of establishment was scen in the textile, apparel
and Teather industry, followed by the non-mctalic mineral products, i.e. cement & non ferrous quarrying
products. Among other subscctors, the fabricated metal & machinery industey and the chemical industry,
the latter of which includes fertilizer and rubber products, shared less than 3%, although cach of the
subsectors contributed to the value added of manufacturing industry more than 11%.

Table 4-17 Number of Establishments in Manufacturing Industry by Subsector

Total %
31. food, beverages and tobacco 967,177 35.1
32 textiles, wearing apparel and teather 463,469 14.6
33. wood and wood products, including furniture 931,804 338
34. paper and printing 23,746 0.9
35, chemical, petroleum, coal, rubber and plastic producis 28,320 1.0
36. non-metatlic mineral products, except petroleum and coal 258,750 9.4
37. basic metal industries 2,319 0.1
38. fabricated metal products, machinery and equipment 73,906 2.7
39. Other manufacturing industrics 69,849 23
Total R ' 2,759,340 100.0

Source: 1996 Economic Census, BPS

The dist;ib_ulion of value added of the manufacturing industry is shown in the next table 4-18.

Comparing to the distribution of the numbers of establishments, the food industry contributed almost
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half of the total value addcd of non-oil manufacturing induslry, and its share was mcn,asmg in recent
years. The sccond and the third hrgcst subsectors were the fertilizer, chemical & mbbcr product industy,
and the transport equipment & apparatus industry, alecady mentioned above, however, their perecntage
contributions to MVA were siightly acclrcasing. ‘The wood, bamboo & rattan indusi‘ry, the fqurih largest,
was showing a' rapid decreasing fendcnéy of its share of valuc added. The papcr & printing industry was
also losing its share in recent years.

Table 4- 18 Percentage Dislnbuﬁon of Non Oil Manufac(unng Value Added
at Current Market Prices, 1993-1997

(lp;:rc-:nl)

~ Sector C 1993 - 1994 1565 - 1996¢ 1597+ *

Food, drink & tobacco 42.1 45.4 47.1 47.0 49.9
Textite, clothing & leather 10.7 9.6 9.2 9.3 3.9
Wood, bamboo & rallan 8.19 735 6.8 6.3 5.6
Paper & printing products 4.1 1.1 4.0 3.7 3.6
Fertilizer, chemical & rub. Product 13.3 123 13.5 13.1 128
Cement & non fercous quer. Product 3.1 3.1 33 3.4 33
Basic mental & iron 3.6 3.1 in 44 3.7
Transport cquip. & apparatus 14.2 13.3 124 12.7 11.7
Others 0.1 0.6 0.1 0.5 0.5

Total 100.0 100.0 100.0 100.0 100.0

Source: National Income of Indonesia 1994-1997, BPS
Note:¥) Prehinminary figures
%) Very pretininary figures

In terms of scale of manufacturing industry, numbers of cétablislnnenis by cmp!oylﬁcnt stze and
turmover size are distributed aﬁ shown in Table 4-19. More than 90% of manufacm;ing establishments
cinployed less than 5 workers, which can be categorized into the “micro‘induslr}"’, and 8.3% cmbloycd
5-19 workers, which corresponds to the “small industry”. Manufacturing ¢stablishments which employ
more than 20 workers are called “medium and large industrics”, and they accounted for only 1% of the
tolal number of establishments in 1996,

Table 4-19  Number of Establishments in Manufacturing Industry by Employment Size and Turnover Size

Fmployvment Size <5 5-19 2099 >=1060 ‘ Total
Nunber of Dstablishments 2,501,569 228978 22284 6509 2759340
(%) 90.7 83 0.3 0.2 100.0
Turnover Size (Million Rupiah) <25 12549 5059 100499 500599 >= 1000  Tolal
Number of establishments 2,523,625 115,108 46680 48750 14,305 10872 2759340
(%) 91.5 4.2 1.7 1.8 03 0.4 100,00

Source: 1996 Economic Census, BPS

By the scale of tumover, the distribution of establishments are also givcn.i'n the same table.
91.5% of the total establishments was classified into the tumover size of less than Rp.25 million, which
corsesponds to the percentage sharc of the micro industrics. In the groups of Rp.25-499 miltion of
tumover size, 7.8% of cstablishments was included, and it can be said that the share cbfresponds to the
small industrics defined by employment size of loss than 20 workers. The others were classified into
more than Rp.500 million of tumover, which indicates the farge industrics. The per capita turnover of the

micro enterprize was around Rp.1 million, and this was almost a half of the per capita income of the
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country, On the other hand, the per worker sales of the medium and large industrics can be calculated af

lcast aound Rp 25 million, stightly higher than the per capita income level of the year.
4.2.3 Comparison of IOPM Resulis and Repelita V1

Manufacturing industry, which has been an engine of economic growth of Indonesia for recent
years, achiévcd a sufficiently high annual growth rate of 11.6% in the period of 1993-1996. Here, the
comparison of the 1OPM results and the Repelita targets will be discussed with the reference of the
recent teend.

(1) Priority Industries of IOPM and Repclita VI

As the IOPM is an optimal programming model with an objective function to be maximized under
some structural constraints, it is important to note what conditions are implicitly and explicitly included
in the model stnucture. (sce “Mid-Tenn Perspective of Indoncsian Manufacturing Sector,” discussion
paper No. 9702 by Dr. Fukuchi, T. JICA Scpﬂ:mbcr Scminar, 1997, in Jakarta } Among scveral criteria
for resource allocation and subsectoral development, it is pointed out that the IOPM considers ‘growth’
as its target, and that the three criteria of ‘capital-saving,” *net-foreign-currency-eaming” and “skilled-
labor-saving’ are set in the model by the structural constraints of capital, forcign currency holding and
skilled labor, respectively. Therefore, among the industrial subsectors, those industrics with low capitat
and low skilled labor cocficients, and with high net forcign-currency-caming ratios are given high
priority to grow in the IOPM.

On the other hand, the government saw the industrial scctor as the prime mover of national
economic growth and expected the expansion of cmployment opportunitics and cxports as well as
improvements of income distribution and poverty reduction. In order to achicve the Repelita VI targets,

the direction of the industrial sector was stated as:

1) to beceome an affective prime mover of economic development,

2) to create an increasingly strong industrial structure, supported by an eves improving technological
capability and the utilization of human FeS0UICES,

3) to improve its competitiveness by the production of prime products able to penclrate international
markets and the reduction of dependency on imports,

4) to develop small and medivm scale industries, including village industrics, so that increased
productive participation by the people in industrial activitics is assured,

5) to expand the regional industrial development which can be implemented including to Eastern
lndone_sié, with the intention to develop regional economic growth centers and to develop resource

potentials in order to achieve an even distribution of development.

Furthcrmore, the development strategy was oriented towards international markets and to promote

the following.
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1) industrics with intensive use of' natural resources and implementing advanced technologics,

2) industrics with intensive use of skilled labor,

3) industrics with intensive use of technologics,

4) the development of industrics by accc!érating the mastery of technologics in the framework of
stabilizing the basis of industrialization to produce prime products,

5) the development of industrics which are supported by market mechanisms with the business world
as primg actors,

6) the development of industrics where industriat growth and even distribution of industrics may be
achicved at the same time, by oxtending prioritics to various industrics which are able to grow

rapidly and increasing extensive and productive participation by the people.

Based on this strategy, the inﬂuslrics which were given prioritics in Repelita VI were; 1)
agroindustry, ii) mincfal processing industrics, iii) the machinery, capital goeds and electronics
industrics, and ii’) cxport-oriented industries, such as textile and garmient industry. The above 2)
and 3) of the strategy are focusing and challenging the cxisting difficultics for the industrial

development, while the criteria of TOPM assume them as consrainls.

(2) Comparison of 10PM Results and the Repelita VI

When we compare the IOPM solutions with the Repelita VI targets or the actual performance of
manufacturing sector, it is necessary to note the diffecence of categories of industrics i.n Repelita and
10PM analysis. In the I0PM analysis twelve industrial subsectors are grouped into three categorics, and
in Repelita VI the targets of growth rates arc given to four groups of industrics. The following table
shows their corresponding subscctors of IOPM industrics.

Table 4-20 Grouping of Industrial Subsectors In Repelita and IOPM Analysis

IOPM Subsectors Repelita Vi IOPM Analysis
3. Food Processing Agro-industry Light industry
9. Textile Other imporiant ind. u
10. Wood processing Agro-industry "
11, Paper & pulp " Resource-based ind.
12. Chemical Chenanical excl. oil & gas "
13. Non Metal " ”
14, Tron & stee] Basic melal & capital goods .
15, Nen [errous metal " "
16. Fabricated metal n Machinery
17. Machinery u "
18. Transport Equipment » "o
19. Other manufacturing Light industry

The Case | results of IOPM solution are given by the next tables (Table 4-21 and 4-22).
Comparing the growth rates of manufacturing scctors in the IOPM solution with those of Repelita VI
targets, the most prominent feature of the I0PM solution is the emphasis on machinery industey at the

first stage of PJP 11 period. The average annual growth rate of this groﬁp‘ during the Repelita VEpenied is



18.4%, while the target growth rate of basic metals and capital goods industry in Repelita VI was 12.6%.
Taking the difference of these two industrial categorics into account, the growth rate of machinery
industrics in IOPM solution is much higher than that of Repelita VI which includes rapidly growing
basic mcfaf industrics in the category. Up to 1995, the aclual growth rate of valuc added in the
machinery industry was onc digit pereentage, however, the production of motorcars in 1996 increased

36.7% and it was expeeted that the value added of the machinery industrics were also shifted upward

accordingly.
Table 4-21  Annual Growth Rate of GDP by 8 Sectors: Case 1
(unit:%%)

Sector 0-1 1-2 2.3 34 43 0-3
(10 Code) (R-VD) (R-VI) (R-VII} (R-1X) (R-X) Average
Agriculture (1-3) 6.0 4.9 4.1 2R 25 4.1
Mining (6-7) 1.5 22 35 43 55 34
Manufacluring (8-1%) 13.3 100 103 10.0 10.0 i0.3

Light Industry {8-10,19) 1.8 513 63 6.4 5.8 6.3

Resource-based Induostry (11-15) 128 123 1.3 10.6 10.7 1.5

Machinery (16-18) 18.4 152 13.8 12.7 122 14.4
Electricity, Gas & Water (20) 16.5 10.1 0.6 10.5 10.4 IL6
Construction (21) 5.9 83 94 9.4 2.3 84
Services (22-27) 16 853 8.7 87 86 8.4
Total 15 1.8 8.3 83 B.S5 8.1

The sccond feature of the IOPM solution is the relatively slow and declining progress of the light
industry in the long run. Even during the Repelita VI period, the light industry of the [GPM solution is
expected to grow only 7.8% on the average. On the other hand, in the scenario of the Repelita VI, the
target growth rate of agro-industry, 8‘2%, was sct below the average rate of manufacturing sector but
with shightly increasing rate of growth during the Repelita VI period. This can be explained by the
increasing demand of foodstufT along with the increase of people’s income, although the decline of wood
products subscctor is expected in the future. The acteal performance of this group of industrics had
achicved two digit growth rates up to 1995 except wood products industry. Another important subscctor
of light industry is the textile industry which is Ieading the country’s non oil-gas cxports. This industrial
categories in the Repelita VI, mainly because of the importance of export and of its absorption capacity
of labor force.
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Table 4-22  Share of GDP by 8 Sectors: Case 1 _
{unit:%%)

Seqtor - 0 1 2 3 _ 4 5
(10 Code) ' (RVI)  RVE)  (RVED  (RIX) (RX)
Agriculture (1-5) 19.1 17.8 15.5 127 - 98 74
Mining (6-7) 109 82 6.3 5.0 4.1 36
Manufzcturing (3-19) T T T o 26.1 289 316 32 36.6
Light Industry (8-10,19) 112 114 101 9.2 84 74
Resource-based Industry (11-13) 8.0 10.1 124 142 15.8 174
Machinery(l()-lS) 28 4.6 6.4 82 10.0 LS
Electricity, Gas & Water (20) 0.9 1.3 14 16 1.7 19
Construction {21) 7.1 6.5 6.7 1.0 7.4 16
Services (22-27) - 4000 40.1 413 422 42.8 42.9
Total 100.0 100.0 100.0 100.0 100.0 100.0

The perecentage share of manufacturing industry in GDP was targeted to 32.3% at the end of PIP
I period by Repelita, while the IOPM solution indicates 36.6% of industrial share at the same stage of
the planning period. The TIOPM solution of Case 1 depicls more ambitious scenario of heavily
industriatized cconbmy than that of PIP 1. In reality the performance of the first two years of the
Repelita Vi period showed rapid industrialization process, achieving the industrial share ‘il.l GDP of
23.9% in 1995, while the figurc of targeted share by the end of Repelita VI was 24.1%. The contribution
of non oil-gas manufacturing scctor to GDP was 21.3% in 1993, which means the targeted figure of

21.3% was already reached in the second year of the same period.

The another solution, Case 4, is assumed a higher rate of decrease of skilled labor cocflicients in
industrial and scrvices sectors except food processing industry in the [IOPM. The result shows more
industrialized structure of the economy, with the share of manufacturing scctor to GDP of 37.6% at the

final stage of the planning period, and with 10.9% of the average growth rate of the industrial sector.

4.2.4 Regional Context

(1) Regional Development: Difference and Concenteation

As shown in Table 4-23 and Fig.4-12, the regional distribution of GDP is concentrated most in
Java, which amounts to around 60% of the total GDP, followed by Sumatra and Ka.limantan. In these
cconomically important regions, there ace also large dif’ﬁ:reticcs In income Ic';'cis among the provinces.
In oil and gas producing provinces, i.c. Ache, Riau, South Sumatra and East Kalimantan, their
percentage shares of GRDP (Gross Regional Domestic Product) were declining in these ten years. On the
othier hand, the shares of Jakarta and West Java were increasing guite rapidly and this leads to the Java’s

dominance in the national economy.
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Table 4-23  Share of Regional GDP

- Province _ 1983 1994
1. Dista Acch 4.80 3.
2. Sumatra Utara 487 581
3. Sumaira Barat 1.73 193
4. Riau 10.53 3.67
3. Jambi ‘ 0.69 0.78
6. Sumatra Selatan .82 353
7. Bengkulu 0.37 0.47
8. Lampung 1.48 1.75
Sumatra 29.29 22.16
9. DKI Jakarta 1171 16.03
10. Java Barat 14.29 16.34
11. Java Tengah 10.24 10.53
12. Dista Yoegyakarta 1.07 1.31
13. Java Timur 15.21 15.06
Java 52.52 59,27
14. Babi 1.27 1..21.
" Java & Bali 53.79 60.98
15. Kalimanian Barat 1.19 1.62
16. Kalimantan Tengah 0.67 0.99
17. Kalimaatan Sclatan 1.26 1.25
18. Kalimantan Timur _6.05 5.09
Kalimantan 9.17 8.95
19. Sulawesi Utara 0.93 0.86
20. Sulawesi Tengah 0.51 .52
21. Sulawesi Sclatan 2.46 2,34
22. Sulawesi Tenggara 041 .10
Sulawest 4.32 4.12
23. Nusa Tenggara Barat 073 0.78
24, Nusa Tenggara Timur 0.70 0.65
25. Timor Timur 0.13 0.16
26. Maluku 0.67 072
27. Irian Jaya 1.20 1.48
the rest of Islands 343 3.79
Total 100.00 100.60

Source: National Income Statistics by Province, BFS
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Figure 4-12  Share of GDP by Main Tslands, 1994

. Rest of
Sulawesi islands
To A%

Kalimantan
9%
Java & Bali
Sumatra 61%
22%

Source: National Income Statistics by Province, BPS

The per capita income of cach province is shown in Table 4-24. As for the per capita income
without oil and gas, Jakarta has a very particular position, Next is East Kalimantan, where it chjoys the
highest share of manufacturing scctor in Indoncsia (écc Table 4-25) mainly because of the resource-
based industries such as oil and gaé refining and plywood processing, and this accounts for higher per
capita income. The third highest per capita income was seen in Irian Jaya, where mincral resources
contribute mast to their high GRDP. |
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Table 4-24  Per Capita GRDP by Province

{unit: Rp. 1,000)

Province _with oil and gas without oil and gas

1983 1994 1983 1994

1. Dista Acch 1,221 3,222 422 1,563
2. Sumatra Utasa 393 1,939 k¥ 1,952
3. Sumalra Baral 347 1,704 347 1,704
4. Rian 3,097 4,666 100 1,895
5. Jambi 336 1,280 301 1,247
6. Sumalra S¢latan 685 1,889 509 1,647
7. Bengkulu 303 1,299 103 1,299
8. Lameunﬁ 213 1,000 213 1,006
' Sumatra 2,084 1,613
9. DKI Jakarta 1,204 6,728 1,204 6,728
10. Java Barat 3 1,596 239 1,523
11. Java Tengah 278 1,337 267 1,268
12. Dista Yogyakatta 273 1,673 273 1,673
13, Java Timur 360 1,676 360 L6
Java 1,958 1,915

14. Bali ; ) 353 2,224 353 2,224
Java & Bali 1,965 1,923

15. KalimantanBarat 321 1,713 321 1,713
16. KalimantanTengah 453 2,351 53 2,351
17. KalimantanSelatan 410 1,662 386 1,652
!§ Kalimantan Timur 3,163 8,672 768 4,398
Kalimantan 3,307 2,377

10. Sulawest Ulara 301 1,230 301 1,230
20. Sulawest Tengah 262 1,029 262 1,029
21. Sulawesi Selatan 285 1,177 285 1,177
22 Sulawesi Tenzgara 285 993 285 993
Sulawesi 1,146 1,146

23. Nusa TenggaraBarat 180 810 180 10
24. Nusa Tenggara Timur 173 692 173 692
25, Timor Timur 137 739 137 139
26. Maluku 316 1,327 313 1,321
27 ln'anJai'a 669 2i965 384 2,774
the rest of Islands 1,200 1,168
Indonesia - 407 1,989 362 1,815

Source: National Income Statistics by Province, BPS



Table 4-25  Siructural Change of Regional Economy

Province Apgriculture : "Minin.g Manufaciurihg Other
‘ 1983 . 1993 1983 1504 1983 1994 1983 19N
1. DistaAcch 1741 2076 3559 3333 3308 2530 1392 2061
2. Sumaira Utara 3268 2535 sS4l 254 1342 2550 4849 4660
3. Sumatra Barat 2099 2273 083 585 1004 1431 5914 5708
1. Riau 271 753 8544 5550 282 1633 803 2062
5. Jambi 1807 2865 1104 407 767 1683 4322 5045
6. Sumatea Selatan 1961 1981 2411 1421 1993 1937 3635 466l
1. Bengkulu 4729 3618 060 332 169 296  S042 5734
8. Lampung 4479 3157 030 172 857 139 4599 4675
Sumatra 1841 2113 4168 2033 1319 1990 2672 3864
9. DKI Jakarta 145 025 000 000 2235 2150 7620 7825
10. Java Daest N84 1697 1701 570 1463 2881 4652 4843
1. Java Tengh 1331 2235 043 115 1500 3175 5126 4473
12. Dista Yogyakarta 31.23 17.53 0.52 1.85 870 14.48 59.55 66.14
13. Java Timur 3253 1944 053 232 1630 258 50864 5238
~ Java 2282 1397 488 244 1678 2653 5552 5106
14. Beli - 4324 2128 065 083 432 159 - 5179 7030
Java & Bali 27227 1418 319 240 355 2509 5599 5744
15. Kalimantan Barat 3424 2465 626 113 1369 2066 5181 5351
16. KalimantanTengsh 3394 3992 052 056 986 1355 5568 4597
17. Kalimantan Sefatan 2982 27.18 633 761 1163 1926 5222 4595
18. Kalimantan Timur 731 9.59 65.15 3294 12.87 31;88 14.67 25.59
Kalimantan 1585 1802 4390 2007 1259 2606  17.66  35H
19. Sulawesi Utara 3616 27241 042 360 544 85D - 5798 6049
20, Sulawesi Tengh 4234 3965 224 416 S80 592 4962 5027
21, Sulawesi Sefatan 4331 3848 270 352 480 1201 4919 4599
22, Sulawesi Tenggara 47.17 33.7% 9.91 291 0.80 681 4212 56.46
Sulawesi 4203 3586 281 35 468  £000 5045 5058
23, NusaTengguaBaral 5237 3791 173 298 230 484 4360 5427
24, NiusaTenggwaTimur 5672 4124 041 156 191 276 4096 5444
35, Timot Timur 4449 3099 053 098 125 298 5313 6510
26. Maluku 4244 2803 388 447 498 1934 4870 4816
27, Irian Jaya 2081 1948 5067 5189 160 248 2692 26.15
the yest ofisland 3973 29.16 19.00 2204 247 6.24 38.80 42,61
Indonesia 17.4 8.84 23.23 100.00

Source: National Income Statistics by Province, BPS
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(2) Distribution of Economic Activitics betweon Two Repions

Bascd on the results of the 1996 Ecconomic Census, the publication of which have just started, the
distribution of establishments and employment between the Java & Bali region and the others by

cconomic activitics are shown as in Table 4-26.

Table 426  Number of Establishments and Employces of Two Regions by Industey, 1985 and 1996

(Thousands)
Fstablishments Fmployees
Industry 1986 1996 1986 1926
Java & Bali Others Java & Bali Onhers Java & Bak Others Java & Hah Onhers
1. Agsiculture*) 11596.7 81208 122804 10255.2 122409 14106.9 16106.0 16077.2
2. Mining & Quamrying 83.0 k1§ 1247 §1.9 1343 13441 374 209.5
3. Manufacturing Industey 111 4225 18571 4022 4141.7 11418 7467.5 2572
4. Electricity, Gas and Water 2.1 1.4 43 83 578 403 346 $5.7
Supply
5. Construction ¢ 326 534 384 1228 1803 18?.55 4784 5613
6. Wholesale and retail Trade, 3814.0 11916 63104 sl 50733 18441 9956.0 52497
Restaurapts and Accommodation
Services '
7. Transport, Storage, and 665.5 2158 1245.2 48R 2 0218 3623 17551 743.5
Communication
8. Financial Institution 121 47 0.9 224 1934 554 469.0 1922
9. Real Estate, Rental Services, and 11643 3342 1392.7 588.4 1793.8 6094 25068 1191.2
Other Senvices
Total 18901.4 10493.4 233345 15608.0 308972 18484.8: 39460.8 168523

Source: 19%6 Economic Cenvus, BPS
Nofe:*) The figures of Agriculture sector arg estimated from Agriculturs Census 1993

The first point to note is that in Java & Bali the eimployment of agriculture decreased more than
two million, which accounted for 11.7%, over these ten years. The contribution of agriculture in
cmployment was 4b.8% in this region in 1996. Instead, the trade, restaurant & hotel sector, and the
manufacturing industry together absorbed 8.2 million new employment during the same period. In the
rest of the region, the employment share in agriculture alse decreased from 76.3% in 1986 to 39.9% in
1996. During the same period, the total number of employment in Java & Bali increased 27.7%, while
that in the other region increased 45.3%. This is reflected in the total number of cstablishments. The

increase in Java & Bali was 23.6%, and that in the other region was 48.7%, on the other hand.

In the industrial sector, numbers of establishments by subsector were distributed as in Table 4-27.
The ratio of the total numbers between the region of Java & Bali, and others was around 2:1 in 1996, If
we fake this ralio as a benchmark, the three subscctors, the textile and keather industry, the chemcal
industry including o1l and gas, and the fabricated metal product and machinery industry, were distributed
relativcly more in outside Java & Bati. It can be explained that the textile industry is spread all over the
country because the traditional local weaving and handicraft products are included in this subsector.
The location of chemical industry, on the other hand, is determined mostly by the location of raw
materidl nafural resources. Although the subsectors of wood and fumiture, paper and printing, and non-
metatic mincrél products except pctrolcum' and ccal, i.c. cement and ceramics, are also categorized as
resource based industries, fhey are rather concentrated in the Java & Bali region. These industries

include the downstream manufacturing which is mostly done on smaller scale as well as the processing of
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raw matcrials which is usually done on larger scale.

Table 427  Number of Establishments in Manufzciuring Indusiry by Province and Subsector

: Java and Bali OQihers Total
31. food, beverages and tobacco 639,405 a2 967,177
32, textiles, wearing apparel and leather 239,503 163,966 403 469
33. wood and wood products, including fumiture 656,498 275,306 931,804
34, paper and panting 19,399 4,347 23,746
35. chemical, petroleurn, ceal, rubber and plastic 15,559 12,7601 28,320
products
16, non-metallic mineral products, except petroleum 191,415 67,335 238,750
and coal '
37. basic metal industries _ 1,594 723 2319
38, fabricated metal products, machinery and 43418 30,488 73,906
cquipment ‘
19. Other manufacturing industrics 50,281 19,568 - 69,819
Total 1,857,072 502,268 2,759,340

Source: 1996 Economic Census, BPS

In tcrms of the size of employment, manufacturing cstablishments outside of Java & Bali arc
concentrated in the smallest category, which is defined to employ less than § workers and classificd as
micro industry, compared to those in the Java & Bali region. The shares of small and medium scale

industries are higher in Java & Bali, as well as that of large scale industrics.

Table §-28  Number of Establishments in Manufacturing Industry of

Two Reglons by Employment Size

Enmployment Size : :
T Ty 2055 >~ 100 Tetal
Tava & Bali 1,661,709 165422 19645 5396 1.857.072
TR) 96 o1 10 03
Others $37,860 39,556 3639 1213 907,268
9 929 &6 b4 o1
Total 2,501,569 228978 22,2R4 6,509 2,759,340

Source: 1996 Economic Census, BPS
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