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FOREWORD

Thia textbook is addressed to exploration geophysicists whose responsi-
bility is mainly planning or interpretation of field data, and is intended for par-
ticipants having a background of elementary radio engineering.

In spite of tremendously widespread scope of the associated techniques
the coverage of this brochure is, of necessity, quite restricted because of
limited time we are given. In addition, somewhat peculiar point of view may
be reflected in the selection of materials: a number of important topics are
ornitted and only cursory derivations of each subject are made here.

Emphasis has been placed on understanding the functions of miscella-
neous electronic systems, from the standpoint of those participants who are
not majored in the present speciality, rather than on detailed analysis of spe-
cific circuit, because it is the feeling of the instructor that our work is prima-
rily concerned with the grasp of underlying principles of this highly developed
technology.

It is therefore expected that geophysical instrumentation related to par-
ticular method will be reviewed in corresponding course in the curriculum:

such as mz2pgnetometer in magnetics.

The instructor has consulted numerous references in the preparation of
the text., What follows may particularly be suggestive for those who are in-
terested in studying further:

Millman, J., and Taub, H.: Pulse and Digital Circuits

Nodelman, H. M., and Smith, F. W.: Mathematics for Electronics

with Applications
Van Valkenburg, M. E.: Network Analysis
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Recalling Fundamental Cencepts
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Fig, 1-1 A real sinusoidal time function.
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g 2. Review of Network Theory

It is pogsible to classify any network or circuit from different viewpoint.

If a network does not confzin any power source, it is called passive net-

work while & network containing power source therein is called active network

The terminology of distributed circuit is contrasted to lumped circuit, in

which every element is idealized to be condensed intc peint without special ex-

tension and exhibit its electrical property only,

In nonlinear circuit, the value cf elements is influenced by the current

flowing or by the voltage across the element itself, while is not in linear cir-
cuit.

We confine ourselves largely to nassive, linear, time-invariant and
lumped circuits because such simplified networks are the most fundamental
frameworks for more complicated analysis,

Among other things, approximation by linear system is prominently
useful, because it enables to represent complex signal waveform in the form
of a weighted sum of elementary components by superposition property.

Although not every time function possesses a Fourier transform, the
very large class of useful functions which is Feurier transformable includes
essentially all signal waveforms that can be generated in practice.

An important constraint to linear system is to be noted, the law of cau-

sality, that is, an output of linear network in the time domain never precedes

the input.

Unit of Transfer Constant

In many problems when two power levels are to be compared, it is found
very convenient to compare the relative powers on a logarithmic rather than on
a direct scale. The unit of this logarithmic scale is called the bel and decibel
{abbreviated db) is 1/10 bel.

If the power being compared are pj and pp, the
Decibels = 10 log p,/py

It should be emphasized that the decibel denotes a power ratic, Consequently
the specification of a certain power in decibels is meaningless unless a reier-

ence level is implied or is explicitly specified,

L5 -



If the input and output impedances of a network are equal resistance, the power

ratio can be translated into

Decibles = 20 log Ej / El = 20 long Iy /1

Despite the fact that input and output resistances are not equal in general, this
expression is adopted as a convenient definition in evaluating gain or loss of
energy transmission.

The practical value of the decibel arises from its logarithmic nature.
This permits the enormous range of power involved in engineering work to be
expressed in terms of decibels without running into inconveniently large num-
ber,

The logarithmic character a2lso makes it possible to express the ratio of
input to output powers of 2 complicated circuit as the sum of the decibel equiv-
alent of the ratios of the different parts of the circuit that are in cascade,

Finally, it is worth noting that in acoustics the degree of human per-
ception is proportional to logarithm of strength of stimulus and the decibel is

again effective in this regard,

2-1, Network Equations

Kirchhoff!s Law

Most network equations are formulated from twoe simple laws given by
Kirchhoff. The first law relates to the sum of the instantanecus voltages of the
elements in 2 loop. It states that in any loop the sum of the voltage drops

must equal the sum of the voltage rises.

B 'l:""\,f\ A ‘(- +A-Af V-
+—]-V V1' lo‘zrp Ve V-%
T8 k_/d.irec— ?T
tion
A
Fig. 2-1



The second law relates to the sum of instantaneous currents at a node
1t states that the sum of currents flowing into the node equals the sum of

currents flowing out.

Example

Congider the series circuit shown in Fig. 2-1, We sece that there are
voltage drops acrosgs the three passive elements and a voltage rise due to the
battery.

According to Kirchhoff's voltage law,

[
4 Y2
R S
Vy + Vy + Vi = Vg \'\/\/\' ’{rS\/I.g
IR
I3 |
A part of a network is shown in Fig. af’
2-2 with the direction of current shown
for each branch attached to a particular node. Fig. 2-2

At that node, the currents flowing into the node must equal those flowing out,

or
Iy 4 Ir=13 + Iy
R deege de sl sl e R el ok kol e e
On the basis of Kirchhoff's law, there are two ways in analyzing complex
networks.

(1) Mesh Analysis
In the mesh analysis, which is based on the first of the two laws, cyclic
or mesh currents are assumed for each of the meshes in the network to be

analyzed.

Example

Consider the bridge network presented in Fig. 2-3, There are three
loops or meshes, and three currents, namely, I} Iz, and I3, have been as-

sumed in the corresponding meshes.



The equations for this networks by Kirchhoff's first law are as follows:

For mesh 1: ‘\/vv , \

‘2 7

E@ 1, hZ 114
M:s)hl w

For mesh 2: 2 .qu

r

"‘)

_..-—'

52

E‘)‘é’"

S

0= - IIZZ+ IZ (Zz+ ?_}3 4 Zé) - 1326 Fig. 2-3
For mesh 3;
0=- 112.5 -~ IpZg+ I (Z4+ Zg + Zyg)

These three linear simultaneous equations must be solved to determine I}
I;, 2nd I3. The current directions and voltage polarities which are assumed
are entirely arbitrary, From the very nature of the linear eguations obtained
in this manner, the initial current directions and voltage polarities will correct

themselves as the solution proceeds,

(2) Nodal Analysis

This method has comparatively recently begun to achieve popularity and
has distinct advantage over the mesh analysis for certain applications such as
vacuum tube amplifier analysis.

In nodal analysis, one node is selected as the reference node and the
combination of the reference node with any other node is called an independent
node pair,

The selection of the reference node is optional, but the grounded or
common side of 2 network, if any, is usually designated. The nodal analysis
is performed by summing up and equating the current components at each node

to zero,

Example

Consider Fig. 2-4, in which the nodes are nﬁm’bered 1, 2, and 3, the

third being selected as the reference node. Kirchhoff's second law is utilized

-8 -



o write a current equation for each node,

The complete current equation at node 1 is,
- E1Y1 + V(Y + Y34 Yyuq Yg) - Vz (Yat+ Y5y =0
and the corresponding equation for node 2 is

" Ea¥p -V (Ya+ YY) + Vo (Yo + Yat Y54 Xg) =0

&
"% 2,21 vV, %Zg, 526 V2 gza ) ig?_:Eng
/ ) [
Constant current generator Reference
replace constant voltage Node 3
generator
Fig. 2-4

Comparison of Two Methods

Of the two methods, the nodal method is particularly useful because
vacuum tube networks lend themselves so readily to this form analysis, This
would be expected since one side of such netowrk is quite cften grounded,
vielding a convenient reference node, and the various load impedance and
interelectrode capacitance appear in parallel,

A paramount feature of the nodal method is that, as long as the number
of nodes in a network is not altered, the number of nodal equations will not
increase as additional branches are added in parallel to elements already con-
tained in the network, These additional parallel branches will appear merely
as additional terms, so that a solution obtained by the nodal analysis may often
be modified to take into account additional parallel branches such as interelec-
trode capacitance which were previously neglected, without requiring a re-

warking of the whole problem.



2-2. Transient Analysis of Networks

Whenever the conditions in & physical system in which there is an energy-
storage element are changed, some time clapses before the system attains a
new steady state and a field which deals with such process is called transient
analysis,

From basic relationships, voltage drops in transient form in an elec-

trical circuit are represented as

Voltage developed across R = iR
Voltage developed across C= QfC = —( idt

Voltage developed across L = L. di

or in current terms
Current in R = ¢/R
Current in 8 = C de / 4t

1 t
Current in L =— j edt
L 4

It is clear that the differential equations normally encountered in net-
work applications are of the {irst or second order, are linear, and employ
time as the independent variable. Even for nonlinear problems, the advantages
that accrue by assuming linear performance usually outweigh the errors which
resgult from nonlinearity,

A. scheme for simplifying transient analysis by reducing it to algebraic
form is called the operational methed of differential equation solution and its
mathematical foundation is based on Laplace transform.

The Laplace transformation and its inverse transformation are defined
as

co

F (s) = SO £ (e) ™% at

+joo
£t = _2_1._____5: F(a) e°* ds

T —~joo
where S= 0 4 jw

-~ 10 -



When the above operation has been completed, f(t) will have been con-
verted into an expression which is a function of s alone because the variable t
disappears when the integration is performed.

Listings of transform pairs of common functions are easily found in a pumber
of literatures.

The concept of operational impedance can also be introduced, that i.s, it
is obtained directly from the steady~state impedance expression by substitution
of 8 for jo , and it may intuitively be expected that the. transient response ig

a function of the applied excitation and the steady-state response,

R AR TR e et e el dedeledk e s

One may profitably study the action of networks either in the time or in
the frequency domains, or in a combination of both., 'The choice of a particular

approa.éh depends on the nature of the problem at hand,

(1) Frequency Domain
The transfer function, which is in general complex, may be described in
terms of its magnitude and its phase angle. I we write the transfer function

of any network in polar form:

Y (f) = A (f) e 6
.

we see that the magnitude and the angle represent, respectively, the amplitude
and phase characteristics of the network. In linear system there exists some
interrelationship between amplitude response and phase response as well as
between real component and imaginary component. In other words, they are
not independent and one can be derived from the other,

One then views filtering as a decomposition of an input waveform into its
Fourier cosine harmonics. Amplitudes and phase angles of these harmonics
are modified by multiplication with the filter's transfer function.

This operation is described by the following general equation

Eo ) = Y ) + Ej (f) ~-n-=mmem- oo a- (2.1)

- 11 ~



whexe

E; ()
Y (£)

frequency spectrum of input signal

il

complex transfer function

After algebraic manipulation, inverse transforms are carried out'to
recover the time varying solution, if necessary.

Laplace transform offers more versatile means in solving many problems
than Fourier transform does, for the former is inherently defined against

transient functions.
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Fig, 2-5

{2) Time Domain

In the time domain the filter characteristics are given uniquely by the
unit-impulse response K ( r}). The filtering operation is visualized by con-
sidering that each ordinate of the input signal E; (t) represents an impulse,

To define the output signal nrecisely it is necessary to consider an in-

finite number of input signal ordinates at infinitesimal intervals; that is, fil-

- 12 -



tering 'is viewed as a transducer problem with an input E; (t), and output £ (t),
and unit impulse response K (r). (See Fig. 2-5), The convolution integral

describes a linear time-invariant transformation of an input into an output,

t
E () =)ro Ei(t-t)K{r) a7 cocmmamaanaas {2.2)

Equation {2-1) and {2- 2} are mathematically equivalent. The time and

frequency domains are related through Fourier integral transform pairs.

4 ca

K(t)=| YI(ed® a
w0

Y (£) ___fr K(r)e 9 at

Anotlher useful signal form employed in standardizing the characteristics
of networks, incidentally, is the step function and the output for this type of

input is termed indicial response,

Z-3, Network Functions

{1} Terminals and Terminal Pairs
In T'ig. 2-6 is shown a symholic represcntation of a one-terminal-pair
{or two-terminal) netowrk, The terminal pair is customarily connected to a

driving force and so is sometimes given the name driving point.

Fig, 2-7 shows a two-terminal-pair network, The terminal pair designa-
ted 1 is usually connected to a driving force {or input) while the terminal pair
marked 2 is usually connected to a load (as an output). The number of terminal

pairs in a network can increcase without limit: Fig. 2.8 illustrates a represen-

tation of an n~terminal-pair network,. q
2 .
rr“-‘ H o T =0
| j 12 1 Pﬂ
o—-{ —s O =0
» ‘ in
Figo 2-6 e

(2) Driving-point Immittance
The impedance or admittance found at a given terminal pair is called a

driving-point impedance (or admittance). Because of the similarity of imped-

- 13 -



ance and admittance, the two quantities are agssigned one name, immittance
{or adpedance).

The driving point immittance of 2 network is found by combining imped-
ance terms (Ls, R, and 1/Cs) or corresponding admittance terms by adding,
multiplying, or dividing. This algebraic combination of terms results in an

immittance function in the form of a quotient of polynomials as

which is a rational function of s{n and m are integers),

Example

Fig, 2-9 shows an RLC series one-terminal-pair network with transform

impedance marked for each element. The driving-point impedance Z(s) is

2 c 1

Z(s) = R + Ls + 1 Les + Res + 1 " "R“ """"L""‘s“ ‘l !
Cs Z{s), 1

{

|

d

1 . :
. | Csl
2 bom omom o o m -
S+ R/L+ S5+ 1/LC
Z{s) = S
Fig, 2-9

{3) Transfer Functions

The concept of 2 transfer function is identified with networks having at
least two terminal pairs, The function relating the transform of a quantity at
one terminal pair to the transform of another guantity at another terminal pair
is given the name transfer functions, ’

There are several forms for transfer functions in electric networks: for
example, the ratio of one current to another voltage is called transfer admit~
tance in mhos,

Apgain, the transfer function can always be reduced to a quotient of poly~
nomials which has the same general form as the driving point irnmittance

function.

- 14 -



Example

The two-terminal-pair network shown in Fig. 2-10 has marked Vv, (s)

as the input voltage and V, (s) as the output terminals, the voltage equations

are

o r:v;r;”l‘ o

I R |

RI (s) *'c'}:'a"' I(s) = V| (s) E(Sl ; :_(_:1_.' Vals)

v | 5
1s), ) ] L

Lo e o e o ]

1
CS I{s) =V, (s) Fig. 2-10

the ratio of these equations is

Vafs) 1 /RC
Vi(8) S+ 1/RC

for this network. This transfer function has a numerator polynomial of zero

order and a denominator polynomial of first order.

{4} DPoles and Zeros

All network functions have the form of 2 quotient of polynomials as de-
scribed above.

If the numerator polynomial is factored into its n roots, and the denom-
inator polynomnial is factored into its m roots, the equation can be written in

the form

H (s-81) (8 -82) --~ (5-5.,)

(3-5,) (s-sg) === (5-5)

where H = a5, / by is a constant known as the scale factor, and the roots sy,
83, wmmwm= 8,0 8py ---- are complex frequencies, When the variable s has
the values s), &3, s, the network function vanishes, Such complex frecquen-
cies are called zeros of the network function.

When s has the values s5,, 8y, «=--= y Bept the network function becomes
infinite. These complex frequencies are called poles of the network function,

Poles and zeros are important concepts in network theory because a

- 15 -



cransfer function is perfectly specified by its poles, zeros, and the acale fac-

tor, which provide a great deal of insight into the nature of the reasponse,

{(5) Two-terminal-pair {four-pole} Networks
By far the largest percentage of the problems encountered in engineering
are of the cause-and-effect type, In an electrical circuit, our main interest

does nct lie in what is in the black box but rather in what features define the

behaviour of this box.
The specialized network configuration which is probably of the greatest

importance is the two-terminal-pair, or four-pole, network. It can be shown
that four independent parameters (which are genefally all a function of fre-
quency) can be employed to specify the performance of a linear four~-pole struc-
ture.

In Fig. 2-11, a number of sets of equations can be written representing
the relations between Vl' Il' Vz, and 12.

From the mesh analysis,

b, %

. _.__$

E,=Z.,, 1, + 251
1 1171 12 %2 Ey E)
2
Input A  Output
Ey; = 421 Iy + 222 12
4.pole passgive linear
and, from the nodal analysis, netowrk

~ Fig. 2-11
L=Y) B+ Y, 8

If the voltage and current at the input end of the network are expressed

in texms of the voltage and current at the output, then
E1 = AEZ + Blz

2

- 16 -



Each expression has its own physical meanings,
For examnple, the parameter A, B, C, and D can be determined by measure-

ment as follows, substituting each condition in original equation:

5 with I, = 0 (output terminals open)
B=z— with E2 = 0 (output terminals shorted)
= —E—Z-— with I, = 0 {output terminals cpen)
D=1 /1, with E,; = 0 {output terminals shorted)

If the structure is passive, then only three of the parameters are in-

dependent, therefore, it can be shown that
AD-BC=1

dede el sl R ol et sl ol el

In addition to the three parameters just treated, what follows may be

used on occasion,

a) Image parameters (for design of filtering circuit)

b) h parameters (for analysis of transistor circuit)

ek s e ne e oo sie e fesiesfeaeiede s e e e s el Aol slele el

These parameters are all convertible one another and are chosen most
profitably according to each given problem.

The conversion table in matrix form is presented in table 2-1,

- 17 -



TABLE 2-1

Al A X H
(4] A B e - ZRf -Yee 2t oqiEEL Hn
Transfer ] 221 Z21 Y21 Y21 | jjH21 H2,
At | = -2z | | -] vy | )-Hee 1
Lo D- L 21 2.21 J L Yo Yzl_] LH Hpy
D -B7 122 - 2] qir Y11 1 il ~Hy -
S Al LA Z12 Zy2 Yy Yio |iH12 Hjz
(k] i A 1 -211 - lY‘ Y_z_.... sz ) IH'
lal - iaf |82y Zi2 -y Y2 Yya jliF . Hizd
"f... % 212 7y Yoz ‘le_l B Bl Hyp -
c c Y Y| HIH H
(z] | 1Y | |! 22 22
1 -D |z Yufmy
C C~LlZy Zp2 L IY, Y| 1 Hap Hao
2 “ | [Z22 212 7 qu Y12l 0 -Hize
(x] s BB 12| i Hi1 Hy,
! -4 ' 22 211 HHz; 1]
B B~ {L (2] 121 LY,y Yozl {H Hy; A
B Bl maqlfr YijiEyg Hy
"
= 1 -C 1i1-Z3 1 | £2, el
-D D 252 Za2 *| L ¥11 i1 H21 Hyp
"G IAl ol ~Zy2 1 |Y| Yy2+1Hz2 -H;2
! A A Z1y 211 1| Yoz Yo |l|H] [E1]
2B oA 2] ~Y21 1| I-Hpy  Hjp
~A A St Zyy Zyy 7| T Yaz Yoo il 1] | -
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TABLE 2-2

Circuit configuration

Block diagram

Matrix equation

Two networks in cascade

Two networks with inputs
and outputs in series

Two networks with inputs
and outputs in parallel

Two networks with inputs
in series and outputs in

paraliel

Two networks with inputs
in parallel and outputs
in series

o

|
J
dc»—ol

Fiy

o

u

g - B

pd - b+ Ed

1.3 = [ - [

g = By [15,]

‘:_Hl. 2:1-1 = EIJJ*E'IZ]J




The use of the various forms given in the table is essential in the calcu-
lation of the matrix equations for interconnected four-pale netowrks. As in-
dicated by the column designated matrix equation in table 2-2, which serves
to demonstrate the fundamental ways in interconnecting a pair of four-terminal
networks, the combined matrix of each of these can be secured by multiplica-

tion or addition of the a2ppropriate matrices, One of the most useful cases

shown is that of networks in cascade,

2~4, Filtering
Of the great variety of four-terminal networks, filtering circuits occupy

extremely significant position,
We classify the functions of filters in accordance with their objectives

and characteristics: 5 x =

(a) L.P. F,

{ Low pass filter 0 * oo
by H, P. F.

{ High pass filter ( )‘H P .

iy * . 0 m

] Band pass filter (c) B.P. F.

KBand elimination filter 5 X x o
(d) B.R F. Fig. 2-12

From the standpoint of designing, another classgification is made:

Butterworth (Wagner) filter

20 log lS!g

AT

20 log |S! 8

A
IAVAV/

=) 4 1

{2} Fig, 2-13 {b}
Also in synthesizing filter, it may be viewed in terms of image parameter

T chebycheff filter ~

81

i’
1
|

[ Constant-K filter "

M-derived filter 1 a
ﬂ T ﬂ

s/ 11, \( / z
B %im l/
0 1

a 1 Yoo x

R
H
R

Fig. 2-14
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Almost all networks containing nondissipative elements yield, to some
extent, frequency-selective characteristics inevitably and hence every network
may be considered to perform filtering action in broad sense. Accordingly, the
name of filter is here given to those networks designed especially for frequency
discriminating function.

It this textbook we confine ourselves to conventional filters, whose be-
haviour is mainly denoted in the frequency domain, It is expected that the
xnowledge of the so-called digital filtering which is playing now a vital role in

modern data processing technique will be given in the course of seismic method.

The network theory can be divided into two major categories, analysis
and Bmthai ., In analysis, the network is given, and the problem is to determine
certain aspects of its performance, while synthesis is broadly defined as meth-
ods used in finding an electric circuit meeting certzin prescribed specifications,

The general pattern of approach to the synthesis problem is to consider
purely reactive networks as the first approximation. Following the establish~
ment of the reactive network pattern, corrections are made for the irremovable
resistance effects of the physical counterpart of the purely reactive network.

Although much of the classical design techniques are those of the image
parameter theory, it should be stressed that the image parameter does not
show true response of that filter and the real value thercof exists in its sim-~

plicity in synthesizing desired characteristics as a patchwork.

Ideal Filter

It is often useful to review the so-called tideal low-pass filter" described

by the following function

o= | L Ifl < B/2
f~ 0o {ft > B/2

The impulse response of this fictitious filter is

B4 -jot SinXBt
1(t1=§ e Mt = BT
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Fig, 2-15

As indicated in Fig, 2-15, it is apparent that 'ideal filter' is imposasible
to realize physically without infinite delay because the response precedes the
input, namely it does not satisfy the law of causality,

" Because frequency response of R, L, and C, are continuous with the
exception of resonance points, a network containing these elements can not be
made to cut off abruptly as depicted in ideal filter's response. Instead, we
can realize low pass filter which have the magnitude characteristics approxi-
mated as close as ideal response.

With respect to this a highly refined technique has been develaoped in ap-

proximating desired frequency response,

§3. Some Aspects of Electronic Systems

It is expected that transistors will play an increasing important role in
electronic circuitry as the years go by. Nowadays the positicns occupied by
vacuum tubes have been almost replaced by semiconductors except for the use
in special purposes.

Nevertheless, examples are frequently illustrated here with vacuum tube
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representation because many of the classical vacuum tubes configurations may

be adapted to transistors by direct analogy although basic differences between
them do exist, and it gives rather casier insight of the problem

Fig.. 3~1 serves to demonstrate the corresponding configurations between
these two elements,
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Fig. 3-1

Signal to Noise Ratio

All electrical components generate noise, owing to microscopic fluctua-
tion phenomena associated with their macrcscopic properties,
A familiar example is the resistor which generates the thermal agita-

tion noise due to heat energy of electrcns.
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e = 4 KTBR {V?)
i = Boltzman constant
T = absolute temperature
B = frequency band
R = resistance

Electrical signals in some gecphysical instrument have an extremely low
level, falling within the range from lavto 50mv., Obviously, these signal
must be amplified in order to raise the signal to usable levels. Unfortunately,
while an amplifier performs its function, it also creates noise. There is no
way to reduce this noise to an absolute zero value, all that can be done is to
minimize it.

As sorme geophysical signals have a level of only 1 av, the system or
amplifier noise must be less than this so as to identify the signal. Typically,
good instrumentation has an equivalent noise ievel {referred tc as the input) of
0.2 uv or less, while system malfunction can raise the equivalent noise level
by factors of 10 to 100 or even 1000 in serious cases. Under these circum-
stances it becomes impossible to recognize low level geophysical signals.

It is the relative value between useful signal and noise level that deter-
mine the quality of any transmission system, not absolute cne. Thus a cri-

terion of tlw signal to noise ratioc is defined as:

Peak instantaneous oufput signal power

S/N =
output noise power

and the concept of SN ratio is broadly extended to other categories of data
acquisition system. Improvement of SN ratio often forms a focal point of

engineering practice in 2 field or in 2 laboratory.

3-1. Amplifier and Lincar Distortion

Of all the applications of vacuum tube or transistor circuitry, amplifica-
tion of weak signal is considered the most elementary cne and involves many
important concepts which are, tc a large extent, asscciated with other branches.

Amplifiers are classified according to the frequency range, the method
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of interstage coupling and bias condition. For example, they may be classed
as direct-coupled amplifiers, audio-frequency amplifiers, video amplifiers if
some indication of the frequency of operation is desired. Also, the position

of the quiescent point to which an input is swung will provide the classification
such as class A, class B, or class G, as is well known in classical radio engi-~
neering.

It is frequently necessary to achieve a higher gain in an amplifier than
is possible with a single amplifier stage. In such cases, the amplifier stages
are cascaded to accomplish this higher gain. Because of the several features
that play a part in amplifier design, however, gains in excess of about 120 db
potential gain, are extremely difficult to achieve,

A variety of coupling networks between the cascaded stages are possible,
but the resistance-capacitance coupled amplifier is, in particular, one of the
more common and more useful amplifier circuits,

The circuit of Fig. 3-2 is representative of 2 complete stage of R-C
coupled vacuum tube amplification in that it includes the elements of a single
amplifer and the elements required to couple this staege to the next.

The detailed analysis of the characteristics of this circuit shows that the
gzin is substantially constant over a range of frequencies and falls off at both
the low and the high frequencies. A typical frequency-Tespense curve has the
form sketched in Fig. 3-3.

An outstanding feature to be mentioned is that while there is an increase in
in the bandwidth of R-C coupled amplifier, the gain is thereby reduced; one is
obtained at the expense of the other for 2 given tube and a given circuit con-

figuration. In other words, the gain-bandwidth product is a constant such that
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where C indicates effective capacitance which is the sum of output capacitance
of the final stage and input capacitance to next stage.

From above expression, a quantity M is defined as

MZ gn/C

M is knewn as the Figure of Merit of the vacuum tube,

Obviously, for service requiring a large gain-bandwidth product, the tube
should possess a large transconductance in proportion to the input plus output

electrode capacitance, and this is the generally the case fox a broad-band am-~

plifer,
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Linear Dis tortion

-Freque_ntly the need arises in electric systems for transmitting a signal
with 2 minimurm of distortion.

A criterion which may be used to compare one transmission network with
another with respect to fidelity of reproduction of the input signal is suggested
by the following considerations.

Any arbitrary waveforms of engineering importance may be resolved into
Fourier spectrum, If the gain and time delay of a system are independent of
the frequency, then the network must necessarily reproduce precisely the form
of the input waveshape,

The necessity of constant gain over the required frequency range is self-
evident, although it is seldom realized and causes, more or less, amplitude
distortion. In addition to distortion created by the amplitude response, the
input signal is further deteriorated by the phase response when the phase-

versus-frequency curve is nonlinear (phase distortion. }

Now suppose & signal having wholly contained frequency spectrum within
the pass-band of the network whose phase function is lineax with slope .
In this case the output signal is simply & delayed version of the input signal.
Except for the time delay the signal has passed through the network without any
modification or distortion. Repeating again, ideal signal transmission re-
quires the network's magnitude function to be constant and the phase charac-
teristics to be a linear function of frequency.

Any departure from these conditions leads to signal distortion.

Thus the conditions for distortionless transmission are summarized as follows;

IHf' = constant

1
¢ = linear phase

This holds over the entire band of signal frequencies.
In transmitting human voice or music, it is generally said that linearity
requirements for phase characteristics are not exacting because our auditory

sense is not capable of discerning the effect of variation of phase.
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Pulse Testing of Linear Systems

The response of networks to pulses of various shapes can be theoretically
computed. In experimental scheme, on the other hand, many electronic sys-’
tems not primarily designed for pulse transmisaion, such as audio amplifiers,
can be profitably tested with pulses. o i ' '

If the pulse waveform is properly chosen, a transient measurement pro-
vides exactly the same information as a steadyé state frequency r‘esf:o'nse' meast~
urement but provides it in a different form. '

A number of waveforms are conceived and one should choose most suit-
able one in accordance with each network configuration and specific point of
view, '

Fig, 3-4 gives general aspect of step response, wherein terminology of

each part of distortion is also indicated,

—— D ] AP ————
Fig. 2-4
R: rise time
F: fall time
D: delay time

W: pulse width or duration
S: sag
O: overshoot

U: undershoot
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3-2. lLinear Wave Shaping

The most important nonsinusoidal waveforms encountered in electrical
:ircuitry are the step, square wave, ramp, impulse, and exponential wave-
orms, The response to these signals of linear networks is of great interest.

~ We take simple RC networks, which is in practice valuable, as a typical
xample of such kind of ghaping.

For the circuit of Fig. 3-5, the magnitude of the gain A and the phase

angle ¢ are given by

f
1
‘A| = and § = arctan —
f '\tll £
’ 1 — _

At this frequency, fl' the magnitude of the capacitive reactance is equal
to the resistance and the gain is 0,707, this drop in signal level corresponds
to a signal reduction of 3dbs and the circuit works as a high pass filter because
it passes high frequencies readily, but attenuates low compenents,

From elementary considerations, the indicial response of the network is

given by
toips q
- § 1y
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i — by !
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The square pulse may be synthesized to be the sum of two voltages and

ita response is shown in Fig, 3.7,
There is a tilt to the top of the pulse and an undershoot at the end of pulse.

If these distortion are to be minimized, then the time constant must be large
compared with the pulse width. However, if the time constant is very small
(RCKt ), the output consists of 2 positive spike at the beginning and a neg-
ative spike of the same size at the end of the pulse. More generally, the re-
sponse to a square wave train must have the appearance shown in Fig. 3-8,
This process is called peaking or

differentiation, where narme arises
eo k-—-—t —-—:—l Input

from the fact that the output is R —1‘/
proportional to the derivative TR _ tp
. E|8T=E "RC
of the input such that 0 ; "/,/__'______
de; (d)
eq = RC —m—ms
° dt Fig. 3-7
b
o
NS ¥
0{ f‘ ’/r = --n—-
! /

As opposed to the preceding example, the RC network shown in Fig. 3-9

acts as a low pasa filter. For sinuscidal input, the frequency response is

given by
2 13
1+ /—f—*) ’2 and 6 = - arctan-{-
-~

where f; = 1/22 RC * Again {3 is called 2 db frequency., Also shown are step

response and pulse response in Fig. 3-10 and Fig. 3-11.

- 30 -



In analogy to "differentiator, this circuit has 2 function of ‘integration't
as

1 -
€q = E‘aj e dt

provided the time constant is very large in comparison with the time required
for the input signal to make an appreciable change. Since the output is a small
fraction of the input in both differentiator and integrator, the output will ire-
quently have to be followed by a high~gain amplifier. Any drift in amplifier
gain will, however, affect the level of the signal, and amplifier nonlinearity
may affect the accuracy of differentiation (integration}). These difficulties are
avoided by using the operational differentiator {integrator) in which a feedback
loop is incorporated in amplifier and stability thereof depends principally upon
the constancy of R and C,

Note the foregoing equivalent characteristics can also be effected by the
combination of a resistor andan inductor. However, the inductor is seldom
used if a large time constant is called for because a large value of inductance

may be manufactured only with an iron core which is physically bulky, heavy,

and hence expensive relative to the cost of a capacitor for 2 similar application,
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Nonlinear Wave Shaping

3. 3.

In considering the process of wave shaping by nonlinear elements we

idealize the characteristics of diode so that the ratio of applied voltage to the

current, called the forward resistance, is zero when conducting and the same

ratio, called the back resistance isg infinite for negative voltage.

Clipping

Clipping circuits, also referred to as amplitude selector, ars used when

it is desired to select for transmission that part of an arbitrary waveform

which lies above or below some particular reference level,

The most cormimon

selector is the diode- R = —
o —MMe—e —{ b T e—
series resistance cir-~ N l ]‘ :C_r" } R B gR
; ; N / t
cuits that are illustra- I E%; = Eg - Ep . '_iER
ted in Fig. 3-12,
ed in Fig, 3-1 (2) (b) (<) (@)
These circuits o
. Fol —r ~ = o == ST A N _if}\._. _____ - ——
are essentially the REr—x _ N
. \J \ /¢
same and differ only ~
in the polarity with Fig, 3-12
the diode is inserted
and in whether the e

veltage is taken acroas
the diode or resistor,

By combining two clippers,
one may construct slicer, or
limiter, whose output contains
a slice of the input between the
two reference levels, as pre-
sented in Fig, 3-13,

The process provides a
means for generating wave-
forms including segments

parallel to the horizontal
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axis, such as trapezoids or square waves,.

The diode selector is extensively used, If the wave to be amplified,

however, and if accurate boundary setting is of secondary importance, a grid

tube ie desirable. A triode, for example, limit a signal when the grid is driven

beyond cutoff,

Power Supply

Notice that the foregoing circuits can be used as an rectifier in obtaining

d-c potential from an a-c line. However, it is usually the requirement of a

power supply to provide a relatively ripple-free source of d-c potential {rom
an a-c line. It is customary thercfore to include a filter between rectifier and

the output to attenuate ripple components. Often electronic regulator is also

included to atabilize the output,

3-4. Feoedback System

Where accurate control of some desired quantity is required (such as
temperature, flow, speed or position), it is necessary to compare the con-
trolled quantity with some reference value, and to a2djust the system in such
a way that any difference between actual and desired output is reduced. The

term servomechanism is often applied to such a system, whose underlying

principle needs a function of feedback esgentially. Moreover, many electronic
systems other than gervomechanism incorporate a feedback path by means of
which a part of the output is reintroduced at the input,

In the feedback arrangement
of Fig. 3-14, the signal at the

input terminals to the am- A 'T—‘ R
. Amp. EO \) $Z1,
plifier is the sum of the ex-

‘i
Q

: s lo
ternally impressed voltage P v SR
E,anda feedback voltage o o of
E;=PE, (a)

- S = R
—— Efb-—- mtd
=4 Eq (b}



The feedback voltage is related to the output voltage by a factor £ , which
is determined by the feedback network. Let A be the forward gain without feed~

back {the open-loop gain). We may write
EO=AE1-ILZ and E.-‘-Ee-l-ﬂEo

Eliminating E; from these equations, we find

A z
Eo=1Tag " Fe- 1-A;8 'L

Hence we conclude that the gain and cutput impedance with feedback are given by

A (the closed-loop gain) and Z;, respectively.

where
A i Z
AT A 5 -5 A

The following properties of feedback amplifiers are to be noted.

a) Stability |

If the feedback is negative, so that |1-§ A]> 1, the feedback will have
served to improve the gain stability of the amplifier. )

In particular, if |AA| > 1, then

A ~ 1

Af=1“ﬁA = - ﬂ

and the gain may be made to depend entirely on the feedback network.

In active networks or system under certain conditions this feedback may
become positive and sometimes amplifier may change into oscillator,
The prevention of oscillation in feedback amplifier is a serious difficulty which
oftenoffsets the advantages of negative feedback and care must be taken to pre-
vent the system becoming unstable, It should be remembered, however, that
the general condition for oscillation involves more complicated concepts.

b) Frequency Distortion

It follows from the equation Af?'-' - 1/8 that if the feedback network does
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not contain reactive elements then the overall gain is not a function of frequen-

cy. Under these circumstances a substantial reduction in frequency and phase

distortion is obtained. It is to be noted, however, that negative feedback im-

proves frequency response only at the expense of gain.

Sesie dealeale sl desiesie e o Sl sieafesie e vle e e e el sl alelesitale ek

The feedback principle may be employed with electronic amlifiers to

make them perform mathematical operations, in particular, sign inversion,

summation and integration, These operational amplifiers form the basic build-

ing blocks of electronic analog computers.

Cathode Follower

An example of 2 circuit which may profitably be viewed as a feedback

amplifier is the cathode follower of Fig. 3-15.

The principal characteristics of the cathode follower may be summarized
as:

1} Low output impedance

2) No inversion of the input signal

3) Gain is less than one but can be made almost equal to unity

A cathode follower is usually employed when a low output impedance is
needed whenever it is required to transmit a signal over a relatively long dis-
tance, the capacitive loading of the long wires is minimized by taking advantage

of the low output impedance of the cathode follower,

——AA —_t)
J‘+T
L sl =]
a4 1 :\_, st ng eo
. l 1
L. 3
() {b)

Fig. 3-15
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3«5, Multivibrator

The multivibrator finds extensive application in pulse c'ircuitry and itg
function is summarized in Fig, 3.-20,

A ecircuit with zero stable state, called Yastable!! or free~running'
multivibrator, generates a continuous train of waves and requires no triggers
to execute 2 complete cycle while a monostable multivibrator has one perma-
nently stable state and quasi-.stable state.

The basic application of the monostable multi. resulis from the fact that
it may be used to establish a fixed time interval, the beginning and end of which
are marked by an abrupt discontinuity in a voltage wavefbrm.

The astable multivibrator is an oscillator and is used as a generator of
"square waves.!

Finally a bistable multivibrator, or "flip-flop", or 'binary" has instead
two stable states in either one of which it may remain permanently, It is em-
ployed not only for the generation of square waves but also for the performance
of certain digital operations, such as counting,

In Fig. 3-2]1 are shown the examples of three types of multivibrators.

+22, 5volts

‘eircuit I"‘"" _L__I—l [—] é % 20k S10
- LT ?/ ’H
I | G- [ [

Fig, 3-20

1
Fig. -21 Astable multi,
M22, 5 volts -'rbZZ. 5 volts

-1.5volts
Fig, L -21 Bistable multi.

-1. 5 volts

Fig. 3-21 Monostable multi,
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3-6. Pulse Counting

Pulse counting technique has widespread application in many branches

of geophysical instrumentation, One of the earlier a.ppli:ca.tions arose in con~

nection with the booming demand of the. well-known Geiger counter or scintil-

Jation counter used popularly in the prospecting for radioactive minerals,

In 2 modern sophisticated proton magnetometer, whose principle lies in

the measurement of free precession frequency of nuclear magnetic moment,
high precision may be accomplished by a pulse counting system with a refer-

ence oscillator and an appropriate gating arrangement.

Similar technique is also adapted to portable refraction seismograph,

combined with hammer percussion as 2 seismic energy source, mostly being
employed in civil engineering.

(1) Binary Chain

Consider the cascade connection of four binaries as shown in Fig., 3-22-
{a). A sequence of triggering pulses is applied to the first binary labelled B,
whose output signal is in turn fed to the second binary B), Similarly, B, is
coupled to By and Bj to B;. A typical coupling arrangement is presented in
Fig, 3~22-(b}). Referring to Fig. 3-23, one may easily recognize that this
binary chain can be used to divide the number of input pulses by a factor of 16.
That is to say that cach time 16 pulses are applied at the input, 1 pulse ap-
pears at the output, After 16 pulses the circuit will reset itself into its ori-
ginal state,

It should be clear that if n binaries are in tandem, division by the factor
2% will be accomplished. The counting mechanism of the chain is intimately
aggociated with the binary system of representing numbers in which the base
is 2.

In the more familiar decimal system the base is 10, and ten numerals
are called for to express an arbitrary number. A device with ten stable states
will apparently be suitable for use in a decimal counting system and the most
common of such technique involvas feedback of pulses from succeeding stages

to preceding stages of the chain {decimal counter).
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(2)

A two-~diode storage circuit,

Storage Counter

while operates on a principle basgically dif-

ferent from the binary, is shown in Fig, 3.24, Each successive input pulse

will cause a progressively smaller step in voltage at the output, the output ap-

proaching asymptotically the voltage e,

= E, as in Fig, 3-25, and the counter

is completed by the addition of a circuit which operates as a switch shunted

across C,, this switch is normally open, but it cloges when e, attains some

preestablished reference value,

€]
-{;'?' {‘\ — oltage ope-
Negative pulses < T2 ,_;_l +1: * " rated dis-
amplitude, E ‘o 1 & e charge
{ l -i' o switch
=
Fig. 3-24
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(3) Counter Tube

The fundamental decade counter consisted of binaries requires a minimum
of four double triode or equivalent, This complexity has naturally prompted
investigations into the design of special tubes which would permit a greater
economy.

It suffices here to cite several examples of special tubes developed {or

this purpose

Gas-filled counter tube : Dekatron
Vacuum type counter tube: Trochotron

EIT

3-7. Modulation

The object of many electronic system is to convey intelligence of some
type from an information source to an intended distant user. When converted
to simplest electrical form, the intelligence usually has low-pass spectrum.
However, to make effici:ent use of the available transmission media a narrow-
band (bandpass) transmission at much higher frequency is required. The pro-
cess of transforming intelligence into this form is termed modulation.

At the receiving terminal, after passing through the medium and possibly

being corrupted by interference, the bandpass waveform is recovered from the

-
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medium to retrieve a reasonable facsimile of the original information.
All modulation techniques involve at least two quantities, One of these is

the modulating waveform containing the message to be transmitted. The second

quantity is the high frequency carrier wave, which is modulated by an appro-

priate variation of one or more of its parameters,
1) Frequency Diviaion
In general, a continuous wave is written as

e (t}) = E (t) - COS ¢ (1)

and Momentary Angular Frequency is defined as

mm=d¢ (t)/dt

Modulating wave can vary any of these quantities; E (t), Wy OF ¢ {t},
and they called, amplitude modulation (AM), frequency modulation (FM) and
phase modulation (PM]}, respectively.

(AM)
The distinguishing feature of AM is that the modulated carrier envelope
is a true reproduction of the modulating wave. Conceptually, AM waves can be

generated by adding 2 constant on average value to the modulating wave and

multiplying the sum with a sinusoidal carrier. The resulting AM wave is
E{=E_+gl(t
et =E{Ll+ m-g{t)) cos agt

where

u

m = modulating factor

Ecos wat = carrier wave

g (£}

8

modulating wave

For a given bandpass spectrum, the AM signal spectrum Eam {f) is ex~

pressed from the relationship
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This is shown in Fig. 3-26.

The AM signal spectrum contains a carrier components in addition to
frequency translation of the baseband spectrum to the vicinity of the carrier.
Ordinarily, AM transmits both sidebands, either one of which fully des-

cribes the information. If the required transmission bandwidth can be com-

pressed further, more information channels can be placed in a given {requency

band,
w4l -



This capability exists in a modified AM technique that halves the trans-
mission bandwidth by eliminating the carrier and one sideband., This process

is known as single-sideband (SSB]).

{(FM and PM}

Angle modulation is a generic term applied to both FM and PM, which
are closely related technique. Angle modulation also involves frequency trans-
lation, but in contrast to AM, it transforms the message spectrum into an
entirely new set of related frequency components, which is, generally, broader
than the original signal spectrum,

Angle modulation often finds application where high fidelity or accuracy
of message waveform reproduction is required, because these system more
successfully overcome noise disturbances than do AM systems, However, a
price is paid for this advantage, part of which lies in increased bandwidth
requirements,

By reference to Fig. 3-27, in which schematic comparison between FM

and AM is shown, it is evident that FM is less susceptible to disturbances,
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2) Time Division

Another useful form of modulating system is pulse modulation, in which
the carrier function is a uniform pulse sequence or pulse train, some param-
eter of which is modified in accordance with the modulating signal.

For example, in pulse amplitude modulation (PAM) systems, the modu-
lation is carried out in variations of the individual pulse amplitudes. In pulse
width modulation (PWM} and pulse position modulation (PPM) systems, the
modulating signal changes, respectively, the pulse width and relative time of
occurrence of the individual carrier pulses.

Sampling of the information source at a rate exceeding twice the highest
frequency contained in the message waveform is a fundamental operation to all
forms of pulse modulation for conveying analog waveforms,

Since pulse modulation involves in sampled form, it also provides the
opportunity for message from several information sources to share common
communications equipment and a single transmission channel by utilizing these
"vacant" time intervals between samples of any one message.

Perhaps the most important aspect of pulse modulation and of all forms
of digital data transmission is 2n inherent immunity to noise and disturbances
sitnilar to, and in some ways cven betier than, FM system, The degree to
which this noise immunity is effective is dependent upon the individual techni-
ques,

Quantized and coded systems, such as pulse code modulation (PCM),
excel in this respect, and are employed in digital recording system of explo-
ration seismology.

Fig. 3-28 serves to demonstrate various methods of pulse modulation
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3.8. Digital Computer Circuits

Switching or logical gate is & device having several inputs and one output,
and finds wide applicability in all fields of pulse circuitry, but is used partic-
ularly in digital computers.

a) OR Circuit
If a pulse is applied to any one or more of the inputs of this circuit, a

pulse appears at the output., The circuit derives its name from the fact that

an output pulse appears when a pulse is applied at input 1 or input 2 or any

other input,
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Fig. 3-16

b} AND Circuit
The AND circuit (also called a coincidence circuit) has a single output
at which a pulse is applied simultaneously to all inputs., If the input pulses

are not of the same time duration, the output pulse will appear during the time

interval of the input pulses overlap,

The OR circuit may be modified Epp
for use as AND circuit by the simpfe Ro1 | R
gt I
expedient of adjusting the circuit, SRa2
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Fig. 3-17
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¢} NOT Circuit

A circuit which inverts the polarity of a pulse is termed an INVERTER
or NOT circuit. A plate-loaded triode, for example, therefore constitutes a
NOT circuit, however, a NOT circuit is strictly defined by the operation in-
dicated in Fig. 3-18, that is, it inverts the wave form but keeps the variable

operating between the same two limits, E; and Ez, as shown,

1:1 y
+E,____ Py 1 ' —C
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—_—— ..._2
= = B
8
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Fig. 3-18 ({a) A NOT circuit. (b} Defining the operation of a NOT
circuit,

d) INHIBITOR Circuit
Supposec that we have an AND circuit with N+I inputs and that the (N+I)st
is preceded by a NOT circuit, as in Fig. 3-19, Such a circuit is called a NOT-

AND circuit, an INHIBITOR, or an anticoincidence circuit and has the pro-

perty that an output pulse will appear if and only if pulses are applied simulta-
neously to input ! to n and no pulse is applied at the (nt+I)st input. Frequently
no special recognition is taken of the NOT component of the INHIBITOR and the

circuit is represented as in Fig. 3-19.
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