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'FOREWORD

This booklet was prepared as a text book on the sample survey
methods, for. the Group Training Course in Agricultural. Economic
Statistics which is 1o be held in Tokyo for two and a half months
starting from September 1972, sponsored jointly by OTCA and the
Statistics and Survey Department of the Mlmstry of . Agm:ulture and
Forestry. '

When 5urvey cost per unit is expensive. llke in the case of Agn—
cultural Economic Survey, application of the sample survey methods is .
inevitable. And since the number of sample farm households is limited,
sampling de51gn of the survey must “be made carefully in order to obtam
unblassed and prec1se enough estlmates for. usual use. ‘

Chapter 1 discusses che fundamental concepts . of the samp]e survey

Chapter 2 explains as plamly as possible- various techmques of the sample,-' '

survey. - A minimum of necessary mathemancal expressions are employed .
to make the dtscusslon clear and accurate Chapter 3 ‘explains the”
fundamenta] theor.tcs of rhe sample survey " o



CHAPTER 1
CONCEPTS OF THE SAMPLE SURVEY

1. Complete Enumeration Survey and Sample Survey

Such a survey in which all survey objects in a particular area under
consideration are enumerated is called a complete enumeration survey, while
such a survey in which only survey objects selected at random are enumer-
ated is called a sample survey. A representative example of the complete
enumeration survey is a population census, and that of the sample sutvey

a survey of rice production by crop cutting.

In the sample survey, a clear distinction must be made in mind
between the population in a particular area under consideration and the
sample selected from the population, The objects to be sampled are called
sampling units. A group of all sampling units in a given area under

consideration is called a population, and a group of selected sampling units.
is called a sample.

When the number of survey objects in the population is so lé.rge that
an enough budget can not be given for conducting a complete enumeration
survey, the sample survey becomes the only possible way of survey. The
theories and techniques of the sample survey were developed during World
War Il and came into practical use thereafter. These facts account for the
application of the sample survey methods for various statistical surveys
conducted by governments of many countries of the world after the War.

2. Random Sampling and Systematic Sampling

The most fundamental characteristics of
sample is selected at random, not purposely.
random permits application of the probability
estimate. That is, the estimate of the sam

the sample survey is that the
Selection of the sample at
theory for evaluating the

ple survey distributes on the
normal distribution with the mean equal to the population mean and with
the standard deviation equal 1o //5

: . where 7 is the population standard
deviation and n is the size of sample,

In other.words, the estimate of the
sample survey does not deviate much from the population mean {

estimate being called an unbiassed estimare)

such an
» and the extent of error of the
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estimate (not enumeration error but sampling error) can be calculated.

- In actual surveys, however, the real random sampling using a random
number table is not very often used. Instead the'systematic sampling is
usually used in which samphng is made with a constant interval on the
list of sampling units. This is because the control of samplmg work is
easier and it often happens that a more accurate estimate can be obtained
by the systematic sampling than by the random sampling. In this book-
let, however, we will assume that the random sampling was applied even
if the systematic sampling was actually made.

3. Enumeration Error and Sampling Error

Two types of error are involved in the estimate of the sample survey
the enumeration error and the sampling error. The enumeration_error is

the error which comes from observation error of the enumeration of
individual sampling units in the sample. The sampling error is the error
which occurs from the fact that the estimate is calculated not on the
basis of all the data of the populatmn but on the basis of only the data
of the sample. The complete enumeration survey is free from the
sampling error, but consists of the _enumeration error’ only.

Now, a comparison will be made between the error of the survey
result of the complete enumeration survey and the error of the estimate .
of the sample survey. The enumeration error of the complete enumeration
survey is often a big under-bias, and it is very difficult to make it small,
On the other hand, the enumeration error and the samplmg error of the
sample survey can be controlled '

The enumeration error of the sample survey can be reduced by the
following ways. '

(1) Since the sample survey can be conducted by a smaller number
of enumerators, excellent ones can be employed and it is
~ possible to spend more time for training them.

(2) Larger quannnes of materials and more time can be employed
for enumeration of the individual survey objects in the sample.



The sampling error of the sample survey can be reduced to a desired
level at the stage of designing the survey. In other words, since ‘the
sampling error of the estimate is approximately - —q'-"‘ (r being the standard
deviation of the population and n being the size of samp]e) the sampling

error can be reduced to a desired level by enlarging the size df‘safnpie,'q.

- The fact mentioned above can be schematically shown as follows:

Estimate Samplmy Error Enumerdtionfrror
by the Sample of the Sample af the sample
SURvey N Survey Survey '
: (underbdids)
, - X
- K "‘--_______
[+ /x X
Result Value i
the . : af the Population
complete tion Error 0 be Exu)mated
Enumeration ERVMETALION LFFOY (X /00 i
Survey of the Complete

Enumeration .
Survey (Underbias)

4.  Advantages of the Sample Survey

The sample survey has the following advantages. as compared wnh the
complete enumeratlon survey.

{1) Tt can be conducted with less expense.

Since the enumerarion is made on the sample only, less enumera-

tors, less questionnaire forms and less of the other enumeration expenses are

required. It should be noted, however, that more expenses may be required

for the sample survey than for the complete enumeration survey, in some

other aspects of survey. "For instance, such works as survey des:gnmg

preparation of the list of population, sampling of the sample and calculauon
of the precision of estimate require addmonal expenses.



(2) - It can be carried out in less time.

Since the enumeration is made on the sample only, the time
for enumeration and tabulation can be reduced very much. This is very
1mportant when it is taken into consxderauon that statistics becomes of
less value unless it is publxshed early

(3) Errors can be controlled.

As was mentioned in Paragraph 3, the enumeration error and
the sampling error of the sample survey can be controlled to a desired
extent at the stage of survey designing. '

5. Disadvantages of the Sample Survey

The sample survey has a following disadvantage. Reducing the
sampling error to a desired extent can be achieved by increasing the size
of sample for a given area. "However, when the area is further divided
into smaller divisions, a sufficiently large size of sample can no more be _
obtained. It follows that the. precision of the sample survey can be
secured only within the area where the. sufficient sample size was assigned,
but for smaller divisions of that area, it cannot be guaranteed. -

This fact means that the sample sur;vey causes inconvenience when _
statistics are required for various levels of subdivisions like prefectures,
cities, towns and villages as in the case of a population census. This is
one of the reasons why the sample survey is not employed in the -
population census. [t is also. necgssary to make sure whether or not the
stratified estimates are accurate enough, when the estimates by strata are
to be utilized.

6. . Complete Enumeration Survey or- Sample Survey

In desngmng a survey. selection of elther the- complete enumeration
survey or the sample survey should be made :akmg into account advan—
tages and disadvantages of the sample survey dlscussed above.‘

Generally speaking, l:h_e following factors govern the selection.



(1) The population census and the like are conducted by means of the
complete enumeration survey.

(2) When it is practically impossible to conduct a complete enumera-
tion survey, there is no alternative but to resort to the sample survey, _
For instance, when there is no other way of enumeration than crop cutting
for getting good crop dara, it is practically impossible to conduct a
complete enumeration survey with crop cutting,

(3) When the budget available is too limited for conducting the
complete enumeration survey but barely affords the sample survey, the
sample survey becomes the only possible method. There are a great
number of instances of this sort.

(4) When the budget available affords both the complete enumeration
survey and the sample survey, one of them should be chosen by making a
careful comparison berween advantages and disadvantages of the sample
survey, |

In either case a deep understanding and rich experience concerning the
sample survey are required. It is therefore recommended that specialists of
the sample survey be consulted in making a choice. '

7. Notes on the Sample. Survey
(1) Frame of Sampling Units of the Population

It is necessary to obtain a list of sampling units belonging to the
population in order to select a random sample from it. This list is called
a frame. '

Registration documents, cadastral documents and survey results of =
various censuses serve as valuable information for preparation of the frame.
An effort should be made to obtain an appropriate frime by examining
those data cérefully._ In this case, some means should be contrived to
update them, since they were prepared in the past. '

No information is, in some cases, available at all for preparation
of a frame. In such cases, it becomes necessary to conduct a preliminary
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' survey to prepare a frame prior to carrying out the sample survey.
Alchough this preliminary survey requires much time and labor, it is of
a great value since it not only furnishes the information indispensable for
the preparation of the frame but also produces very valuable basic
statistics., o . - S

(2) Enumeration of Individual Sampling Units in the Sample
. The fact that a limited budget can intensively be used for

enumeration of a limited number of survey objects, thereby reducing the
enumeration errors of individual sample data to a minimum is an
important advantage of the sample survey. ‘It is, however, not necessarily
easy to obtain accurate individual data for various reasons. There are
some methods of enumeration, like the objectiire measurement, the inter-
view method. The method of enumeration should be decided carefully,

since an underbias produced by enumeration is reflected on the estimates
directly.



CHAPTER 2
METHODS OF THE SAMPLE SURVEY

This chapter deals with various techniques of the sample survey in_as
plain terms as possible. Section 1, as a preparatory step, explains the steps
of the sample survey. furnishing information as to where those various
techniques are positioned in the sample survey. Section 2 introduces a
minimum of mathematical expressions required to ensure accuracy of our
discassion.

1. . Steps of the Sample Survey

(1) Designing of the Sample Survey

At this step, the designer of the sample survey examines the
surrounding conditions of the survey as carefully as possible, decides on the
type and size of the survey suitable for the purpose of the survey, and
formulates a program of implementation of the survey.

He proceeds with his designing work, taking into account all sorts
of problems which may arise at various steps of the sample survey. This is-

why the designer of the sample survey requires a deep understanding of and
rich experience in the sample survey.

The main works of a sample survey designer are as follows;
4. Description of the purpose of survey
b. Determination of survey items

¢.  Selection of the enumeration method

d.  Searching for any document which may be utilized for the

preparation of the frame (list of sampling units of the
population) '

e, Determination of the type of the sample survey (The type of
sample ‘survey is a combination of selections, that is, whether
single-stage sampling or multistage sampling, unstratified
sampling or stratified sampling, objective measurement or -
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interview survey or survey by mail, sxmple estimation or

ratio estimation, etc.)

Determindtion of the size of the sample (The size of the
sample is determined in such a way that the sampling error

of estimate may fall ‘within 3%, 5% or 10%. of the estimate.
‘Such ‘an percentage is called “aimed precmlon")

Programming of the sample survey (The 1mplementafi6n
program of the survey and its schedule are prepared.)

{2) Preparations for the Survey

a.

Des:gnmg of the form of frarne samplmg form, quest10n~
naires and tabulation forms..

Preparation of a sur\{eyrmanual

Acquisition of materials and instruments required fot the
survey (e.g. instruments for objectwe measurement)

Nommanon of enumerators
Training of enumerators -

Request for cooperation to the organizations concerned

(3) Preparatlon of Frame

The first s:ep of the 1mplementat10n of the sample survey is the
preparation of the lists of sampling units in the populatlon, that ‘is, the

frame.

(4) Samplmg

Samphng is carried out on the. frame.

The samplmg method is

to | be decided on by selectmg a suitable combination of the fo]lowmg

alternatwes.

a...' .:

b,

~Unstratified sampling or st'r;itified_: sampli'rig‘_. _'

-Single-stage sampling ot 'rlﬁu.lti-stagé-s'amplihg

-9 -



¢. Random*sampling, systematic sampling or proportional

probability sampling

{5) Enumeration

The enumerators conduct enumeration of the selected samples.
Enumeration may be carried out either by objective measurement, interview-

ing or mail enquiery.

{6) Calculation of Estimates

Estimates are calculated on. the basis of sample data. The method -
of estimation may be either simple estimation or ratio estimation.

(7} Calculation of Precision

The precision of estimate is caleulated on the basis of sample dara
to make sure whether or not the aimed precision computed at the stage of
survey designing could be achieved. The precision of estimate computed on
the basis of sample data is called achieved precision,

(8) Publication of Survey Resulss

The estimates are published. The estimates of the principal survey
items should carry their achieved precision when published.

2. Mathematical Expressions Used in the Sample Survey |
(1} Population and Sample

Population ... ... Group of all 'sampling units
Sample ......... Group of selected sampling units

The sampling unit is a unit to be sampled.  For instance, when we
are going to estimate the average agricultural ‘income of farm household in a
certain region during the previous year by selecting sample farm households,
the sampling units are individual farm househalds of the region. The = *
population is the group of - all farm households in the region, The sample
is the group of selected farm houscholds.
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Xy, Xz +vres Xy Value of a certain survey item of each
sampling unit of the population

Xy, Xz +---¢» Xn Values of a certain survey item of each
sampling unit of the sample -

The symbo] N here indicates the number of ‘sampling units in
the population, and the symbol 7 the number of sampling units in the
sample. N and n are called the size of population ‘and the size of
sample, respectively. =~

Take 2 specific' example, that is, the estimation of the average
agricultural income per farm household in a certain region cited above.

Xyr X2y o0, Xy tespectively represent the agricultural income in the
previous year of the first farm household, that of the second farm house-
hold, ..... . that of the last farm household in the list of all farm house-
holds. X, , %2, ..... . Xy respectively represent the agricultural income
in the previous year of the first farm household, that of the second farm
household, ... .. , that of the last farm household in the list of sample

farm hpuséholds.

- Whenever the sample survey is discussed, the population and the
sample must always be distinctly contrasted to each other.

- {2) Summation Symbol
' ii ....... Value of the {th samphng unit_in the populanon
Xi e Value of the _ith sampling unit in the’ sample

The symbol & in X; and X¢ is called an affix. In the case of x,
, varies from 1 to N, and in the case of X, varies from 1 to n,

N
XN ;= Z;‘*‘ Xyt o ¥ PR Population total
=
w , .
: Xo= XyF Xab s FXpo..t, Sample toral
s .

20 is a capltal letter -of ‘Greek alphabet which means summatlon,
correspondmg to an English leteer S. ): x; signifies “Sam of x; varying
i from 1 to N.” Suppose for instance, that a small vdlage has ten farm
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households, their respective agricultural income in the previous year being as

follows:
Serial Number of - Agricultural
Farm Household Income
in the Sample
(i) {xi)
¥1,000
1 724 = Xy
2 1,235 = X3
3 693 = %,
4 2,340 = g
5 463 = X
6 981 =y,
7 1,320 = X7
8 348 = Xg
9 1,046 = z,
10 833 = Xy
10
Total 9,983 = Y ox

=t _
L4
The average agricultural income of the population is Z X, ¥ 10
¥998,300. If the third, sixth and ninth farm households are selected as a
sample, then

o

Serial Number of Agricultural

Farm Household Income

in the Sample

(i) ¥1,000 X
693 = b
981 = Xz
1,046 =
Total 2,720 = )f Xe

the average agriculeural income of the sample is Z:X., = ¥906,667.
The summation symbol has the following nature.

N N
Z_:’ (x;_+g;)=§ z; + ; Y.
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The following example will help the understanding of this nature
of the summation symbol. Suppose that z; signifies the income from rice
production of the ith farm household and y; signifies the income from
other agricultural production than rice, z; + y; thereforé means the

icultural income’ of the' jth farm household. In the same context,
g (i + ¢ ) signifies the total of agricultural income of all the farm - -
households in the population. While fz signifies the total of income .-
from rice production of all the farm households. and - Zy,_ sngmﬁes the
total of income from other agrlcultural production, andhtherefore Ex(.
E Y; signifies the total of agricultured income of all the farm households
belng equal to Z ( Zi+ §.).

Another characteristics of the summation symbol is expressed by
the following equation. _ ‘
i tx; = € f X
(=t iwf
The following example will also be helpful in understanding this
characteristic. If z, indicates the agricultural income of the ith farm
household in"1,000 Yen, multiplying it by 1,000 will give’ the agricultural
income in Yen. Let C = 1,000, and Cx; will mean the agricultural
- income of the ith farm household expressed in Yen. The left-hand side
ZC X :ugmﬁes the total of agricultural income in Yen,’ and the right-
‘hand -side CZ X: the total of agricultural income in 1,000 Yen multiplied
by 1,000 Yen Both sides' therefore express. the same value :

Lastly, mention should be made of the multi-stage summatxon
symbol which is most frequently used in the discussion of the sample
survey. This symbol is used in the discussion of the stratified sampling
~and multi- -stage sampling which will be discussed later. We will now
consider, for example, agricultural income of the farm households of two
strata, two regions for example. It can be written. as follows:

Agrlcultural income in the previous year of the farm households
of the first region

r'”‘ 'x’z’.l ...... B x,',\“
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Agricultural income in the previous year of the farm households
of the second region -

.;c“’zez’....-... XzN:z

The number ,; in x,, is called a double affix. The first 1. _
indicates the first region, and the second the first farm household (of
the fiest region). The agricultural income z of the jth farm household in
the ith region is generally expressed as x;;. The total of all the agricultural
income of all the farm houscholds of both rcglons is written by the follow-

ing expression.
4

) .
Z Z Z;‘;z (Zy + Xypet +x,~;")
N T, ,‘-;. % (1'2:‘*1:2*'"""""""4' x-zuaf
« :?: t,, indicates the total agricultural income of the first region, and
E} ¥y that of the second region. z ﬁx‘, is therefore the sum total of
hr

& 5
agricultural income of the two reglons.

{3} Mean

- Values which express the nature of the dlsmbunon are called
characteristics. One of them is the mean or the arithmetic mean,

- i ) f . . . e
x:Fzz‘ ;—_.ﬁ_ (z’.'_ x!+ S s e e ae +2:~)

i ) - . :
This equation gives the mean of the populatlon The mean of the sample
is given by the equatlon - :

.—_? E’ Xi ..-.‘-'T:-‘—'.{x,-‘- Xp + . +X7l)

The mean of the population can be laid on the x -axis, as shown below.

E.
rg - l. ) _— 4 i. l |_ I p—
1 T L) T [ T
o L X %, x_;’ﬂiX;Iz -(7; x

Therefore, the total E. (x~%) - that is the total of the dafferences of x;
from % is zeto. This can be proved as foliows:

L tz- %) =§’x‘-— 'ZIE

-

"

~
"



{4) Variance and Standard Deviation

. The characteristics. which express the degree of vanabdlty of
values around ‘the ‘mean are. variance and' standard ‘deviation. . The

populatlon variance iy given by the followmg formula.
N

U-e=. g (Zé-z)

N — 7

In other words, the variance is the mean of the square of the
differences between each value Z; and the mean . It should be noted
that N-1 is used in leu of N, since the expected value (which will be
explained later) of ‘the sample variance equals the population variance only
when N-1 is used. The variance obtained by dividing by N-1 is called an
unbiased variance. The sample variance is given by the following formula.

. n 2
2 LZ‘:' (XL__X‘)

AT TS

The formulz can be rewritten as follows to simplify the calculation of, for
instance, the population variance:

B SIS R Y

Co W e e
= o L 2x T xE)

PN
. /! (N ZZ__N 4)
T Nt iar. *
e I N "7?. . (é
T N-g Lz
T A=y

_This means that the ?opu!atibn' variance can be'_obtained by
simply calculating the sum of square of each value x; a"nd'the sum of
each value X, w.ithoqt taking the trbuble_ of computing' the difference
between each :vélue x; and t_he‘ mean x for all ;5.

The standard deviation is the square root of variance.

“Population standard - deviation ?_' r=yge
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Sample standard deviation = 4 = f 42

When the population distributes in the normal distribution, its standard
deviation can be expressed in a distribution graph as follows: '

Freguency f

{5) Correlation

Suppose that a survey is made on the area of paddy field and the
rice production of every sample farm houschold in a certain region.
Generally speaking, the larger (or the smaller) the area of paddy ficld is, the
larger (or smaller) the rice production becomes, The characteristics which
serves to express the degree to which the two variables of each object are
co-related to each other is called the correlation coefficient, In this
example, the object is a farm household, the two variables being the area
of paddy field and the rice production. '

.Lets the area of paddy field and the rice production of the ith
farm household in the population be zand y,, respectively. The correla-
tion coefficient can be given by the following formula. '

P = Tzy
KA

where,
S . N
Lowi- (L x ) :
Fd & o i L L. . L
Tx z""“"'—'j;‘f%‘f’—-—l’—-_—‘v——— --=-----.. varianceof 'z,
.N Fs ol 2/
N "R RSN ,
% A -7 B varlance-o_f P



Zz; (Zr(Z%/

= Y . 1 ) e .
0”‘3 N — 1 _ co-valiance of z; and yi.

When the sampie values are used, the formula is cxpl;essed in the follow-
ing symbols:

Szy

Sx® Syl
The ‘value of the correlation cocffment varies as’ shown in the following
correlation graphs '

y A

o. ’ f:ﬁﬂg- .
f::’-‘. . .

o x o. F

p _
P =0 .
o x
4y | 1
) e fr 08 P=-1
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As can be seen from these graphs, f ranges from —1 to +1. When £ = |,
the relation between z; and y; is perfectly on a line with positive direction.
When £ = 0, they vary independently of each other. When £ = -1, the
relation between z, and y; is perfectly on a lxine with negative di‘r’ection.

(6) Mathematical Description of the Sample Survey

The sample survey is often called a scientific method, ‘because it
is based on mathematical theories. The study of the sample survey there-
fore requires familiarity with a minimum of necessary mathematical expres-
sions, The simpiest type of sample sutvey will now be discussed in

mathematical terms using the mathematical symbols which we have already
studied in the preceeding chapters.

Let’s here estimate the mean (e.g. average agricultural income per
farm household of all' the farm households) of a population (e.g. all the
households in a certain region) on the basis of the mean of the sample (a

group of selected sample farm households) drawn at random from the
population.

The population values (agricultural income of all farm households)

are;

The sample values (agricultural income of selected sample farm
households) are:

i, X2 ~ovvnnn, Xn
The estimate to be obtained is the mean of the population, that
is, average agricultural income per farm household of all the farm house-
-~ holds, | -

Xy

’

X =

™

!
n

.

This will now be estimated by the sample mean

, that is, average agricultural
income per farm houschold ‘of all the selected s

ample farm households.

E4 I

_ n
X = Z x;
3
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"1t should be noted here that, although the mean of the population can

never be known by conducting a sample survey, the fact remains that
there is a given value of it. On. the other hand, the mean of the sample
represents nothing but one value calculated from a specific sample drawn
from the population. If another sample is drawn from the population, a
different sample mean wifl be obtained. The number of ways by which
a set of n units selected out of N units is expressed as NCn. Therefore,
the number of sample means is equal to or less than NCn (because some
values rhay turn out to be the same by chance). The mean of the
sample calculated in this sample sutvey is therefore one of NCh sample
means.-

~As will be discussed in detail in Chapter 3 “THEORIES OF THE
SAMPLE SURVEY", the NCn sample means exhibit normal distribution,
with the mean which is equal to the population mean ¥, and the variance

which is equal to _NN"n_ _qr:_‘( 0 ? being the population variance).

This relationship is shown. by the following gra.phs. |

Popuration Distribution

f

®i

xz

Sample Mean Distribution

>
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. .. N - e .
The standard deviation Y “5% & of an estimate (sample - mean

X in this example) is called a standard error. The ratio of the standard:
error to the value to be estimated is called the precision of the estimate. - -

In the case of estimation of the population mean by the sample -
mean, the standard error is as follows.

N= n _r -
N b4

. And the precision of the estimate is a follows.

Mo L B g

~ n ® |
The rate of the population standard deviation to the population

mean -%— is called ‘the coefficient of variance of the population and is often

Cx = =2

expressed in (g
: X

. —n :
Since approximates 1 when the size of a population is by far

larger than that of the sample, it may become almost equal to 1, and can
be eliminated from the formula, The precision of estimation is often
expressed in CV {Coefficient of Variance of rhe estimate), and its formula
can therefore be rewritten as |

Cx

n

When the size of the population is very large.

(Precision of Estimate) CV =

3. Preparation of Frame
(1) Importance of the Frame

The preparation of a frame, that is, the list of all sampling units
existing in the population, must precede all steps of the sample survey.
Since random sampling is possible only when a frame is available, the

preparation of a frame is the foundation of the sample survey and is of
‘major importance. ' :

As a matter of fact, designers of the sample survey often devote
the most of their effort and time to looking for_ any ‘document which may
be utilized for the preparation of the frame. It is also usual that much
manpower spent . for actually comﬁiling the list.

- 20 —



(2)" Documents Utilized for Preparing the List

Cadastral documents, registration documents, membershlp regis-
tration documents of various cooperative associations and results of various

types of censuses are the principal data whlch serve as documents for use
in the preparanon of the frame. '

When no document is available for prepanng the frarne, a
preliminary survey is carried out to compile it. Although this prehmlnary
survey often requires a vast amount of manpower, we should think that

the efforc will be amply rewarded, since the Framc itself will furnish us
with valuable basm statistics.

(3) Updating of Information in the ‘Document

'As has been discussed above, the information which may be .,
utilized in the preparation of a frame 15 the past one and must be | up
dated. For instance, those sampling units which were contained in the
- population at the time of the past survey but should not be included for
the present survey must be excluded from the list. Those samplmg units
will be called extinct sampling units.  On the other hand, there may be
such units as not existing in the past but should be mcluded in the
present survey Those w1ll be’ called appeared units. -

It is poss:b[e that the extmct samplmg units are mciuded in the
sample if not excluded from the list. and the ratio of extinction can be.
calculated with the samplc data. However, the appeared_sar_nphng units
must be included in the list without fail. Otherwise, a serious error will
occur, since the appeared sampling units are rotally left out of the frame.

(4) Processing of Information in the Document

It sometimes occur that even if a kind of documents is available
for use in the preparation of the: frame, it does not constitute the desired
frame as it is.  When it is desired, for instance, that the population
containing only those sampimg units of a certain size or larger, the
sampling units of smaller size than that size: must ‘be excluded. In another
case, when it is desired that a group of a certain number of units for
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which information has been made available will constitute sampling. units,
it becomes necessary to combine those units into groups.

(5) Auxiliary Variable for Stratification or Ratio Estimate

When stratification or ratio estimate which will be discussed later
is to be carried out, it is necessary to add an auxiliary variable to the

name of each sampling unit in making the list of sampling units, or the
frame. ' '

(6) Frame for Multi-Stage Sampling

When multi-stage sampling which will be discussed later is to be
carried out, it is desirable to obtain a list of secondary sampling units,
If it is not available, it is also possible to prepare a list of secondary
sampling units only for primary sampling units selected in the sample, at
the stage of implementation of the survey. a '

4. Determination of the Size of Sample

The size of sample is determined at the stage of sample survey

designing. [t is detecmined with reference to the budget allocated and the
required precision of the estimate.

In the case of the most simple type
of sample survey

» that is, simple estimate with single-stage sampling without
-stratification, the following equation may used to approximate the size of
sample provided that the population is of a large size. “ o

where,

n = size of sample

Cx = coefficient of variance of the population
- |
Cx 3
¢

= population standard deviation
£ = population mean.

CV'= Precision of estimare



‘Let the coefficient of variance of the population be 0.5 and the
desired precision of estimate be 5% or 0.05, the size of sample can be
determined by approximation as follows:

0.5

- _— 12
n 0.05 |

= 10® = 100

- -However, in the case’ of stratified sampling or multi-stage sarnpling
which will be discussed later, it is necessary to distribute the size of the-
whole sample between the strata or stages of sampling. This distribution
is usually carried out after the frame has been completed, and its process
is called the allocation of sample size. The discussion of the allocation

of sample size is included in that of stratification and multi-stage sampling
which will follow. '

5. S_ar_nf)ling

When the frame has been cdmpleted and the size of the sample has
been determined, the sample is then drawn from the populatlon It is
selected at random or systematically.

(1) Rando_rﬁ Sar.n?l';l:lg‘
" To select a sample at random means drawing it from the popu-

lation by a certain method regardless of the values of sampling units.
Following is the established sampling procedure.

(a) Ass:gn serial numbers to , all the samplmg units contained in
~ the list.

(b) Select one random number out of the numbers equal to or
less than the size of the populatio'n N, using a table of
random numbers. Such a sampling units in the frame that
its serial number coincides with this random number becomes
the first' sampling unit of the sample. '

{c) Repeat (b) until the number of selected units _:irrives at the
size of the sample n.  When the sampling is finished, the
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serial numbers and names written in the frame list’ of. those
sampling units included in the sample are ta be transcribed’:
into the list of sample to complete the sampling work. "

(2) Systemaric Sampling

If we apply the random sampling, the amount of work becomes _
large when size of the sample grows. Besides, the systematic sampling has
advantages mentioned later. Therefore, systematic. sampling is often: used-in
practice to select a sample, '

Following is the established n_u_ztllod of the systematic sémpling.

{a) Calculate the sampliﬁg interval by dividing the size of
population N by the size of sample n. If that is an aliquant

part of the other, round up to one or two digits‘belo\;v'
decimal point.

h ==

n

(b) Select one random number from the numbers less thun the
sampling interval, may be, by upening one page of any book

at your hand. This integer a is called the random start.

0<a<h

(c) Add sampling interval h to random start 2. Add again h t6
the sum of a and h. Repear this cycle of calculation until
the number of sampled units including the random start

becomes n.

a
ath
a + 2h

i (n — vh
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If 'h is not an integer, it should be rounded into’ an
integer.” The sampling units in the frame which have those
serial numbers are selected to prepare the list of sample..

(Example)

| Theré'ére“ar hundred farm households in a village, ‘and they
~are listed on the list of farm households. Twenty-two

farm households will now be selected as a sample by
- systematic sampling, '

22 = 455 ..... sampling interval - - -

- A random number is then selected out of numbers 1, 2, 3
. and. 4,

Suppose that 3 is selected as 2 random number.

a=3............0.....random start ..
: Now calculate, 3, a+ hra+ 2h vi... a8 + 21h.
Values lntegers .
“ Calculated©  Rounded
7.55 - 8.1

12,10 ‘12
'16.65 17
21.20 .21
2575 . 26
30.30 C 30 ‘ C
34.85 35 The sampling units in the
39.40 39, frame which have these
43.95 44 ) ) e
48.50 ' 49 - serial numbers constitute
53.05 53 the sample.
57.60 58
62:15 62
66.70 67

7125 71
7580 . . 78
180,35 80
8490 . 85
89.45 89
94,00 . 94
98.55 - 99



The systematic sampling method has the following _advamgges, as
compared with the random sampling mechod.

{a) Sampling is easier.
{b) It will not permit purposive sampling.

{¢) As the sample is evenly distributed in the frame, a higher
precision of estimation can be obtained. If the sampling
units of the frame are arranged in the order of their values,
the precision of estimation will be furthermore unproved

6. Stratification

Suppose there coexist large-scale farm businesses and small farm house-
holds in a village. If, the total agricultural income of this village is to be
estimated by selecting a sample from the population which is including
both of large farm businesses and small farm households, it will not be
difficult to imagine that a high precision of estimation cannot be obtained.

A better method of estimation is to select two separate samples from the
group of the large farm business and that of small farm house-holds, _
respectively. Dividing the sampling units of a population into several groups
is termed “stratification”, and those groups are called strata. A charac-
teristics or variable of each sampling unit, which serves as a criterion for
stratification, is called the auxiliary variable for stratification. Information

whether each sampling unit is large scale or small scale is an auxiliary
variable for strat;f:catton in our example.

" ORIGINAL FOPULATION STATIFICATION STRATUM OF

LARGE ~ SCALE
FARM BUSINESSES

STRATUM OF SHALL
FARM HOUSENOLOS

Large (L) Auxiliary Variable
for
Small (S) Stratification
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(1) - Purpose of Stratiﬁcation

The purpose of stratification; as mentioned above, is to improve
the premsmn of estimate. "However, in a practical application of stratifi
cation, the sample is often stratified by regions so that statistics (esti-
mates) by regions (strata) is to be published: Accordingly, the stratifi-
cation is made for either of the following two purposes.

(a) To compile statistics by regions or by strata,

b) To improve the precnslon of estimate, even if statistics: by
* stratum’ are not required.

The estabhshment of strata for the purpose of (a) ‘depends on
the division of statistics required.

Thg stratification for the purpose of (b) gives rise to the follow-
ing alternatives,

(i) Whether or not stratification is to be made.

"m(ii) What Kind of auxﬂlary vanable shou]d be employed for
o stratlﬁcauon.

(iii) How many strata should be cstabhshed and by what
.criteria ' :

. In coping with these problems, an increase of the precision of -
estimate which may be attained by stratification and; an increase in labor
which may be caused by stratification must be taken into consideration.
Generally speaking, it is recommended that not more than a few strata
is established. The reason is that a large number of strata do not
improve the precision of estimate much, while, it mcrease the amount of
calculation to such an extent as not bemg pracnc;ﬂ

-(2) Vanance thhm Stratum and Vanance between Strata

The strauﬁcat:on \which is made for the purpose of :mprovmg
the precision of estimate should. be. such that. the variance within stratum
is small and the variance betwecn strata is large.

" The variance within scrata may be considered as the weighted
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mean of the variances within each strazcum. Let the value of the jth -
sampling unit in the ith stratum be expressed as xi;, and lec there be Ni
sampling units in ith stratum. The varlance within ith swratum is then

given as follows.
M,
- 2
5te Lolxy -z )
< I |

Then, the variance within stratum is given by,

2
Hi o 2
0= L o

w XY . .
The variance between strata is the variance between the means in each
stratum, and is given by,
hal = 2
. Z Mo lz, —z2)
-— 55 !

(3) Allocation of Sample between Strata

First, the size of the sample for the whole population is decided
upon in relation to the precision of estimate required and che budget
allocated. The allocation of sample between strata is carried out in one of
the three different ways mentioned below.

{a) Proportionaf Allocation

The sample is allocated in proporuon to the size of each
stratum Ni,

=S

- (b) Neyman’s Allacation

The sample is distributed in proportion to the prcduct of the
size of each stratum and the standard de\natlon

The mean X; may also be used instead of the standard
dewatmn 7

n.mﬂ—;ﬂﬂ_éi___ﬂ P Z? n'.
Vo= 2T
i/ . izs
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where,

Ti = total of values in the ith stratum
(¢} Deming's Optimum Allocation

The sample is allocated in proportion to the product of the
size of each straturi, the standard deviation and inverse ratio of
square root of the survey expense per samphng unit,

7. =: N,_O'}L/f"

L wafn

ThL most wxde]y used method of sample allocatmn is (a) or {b}).

7. Multl-Stage Sampling

In estxmatmg the average agnculr.ural mcome of all the farm house
holds in a region, a sample can be selected directly from the lise of all
the farm households in the region. This is the sampling method which
has_been discussed up to now, aside from the statlﬁcanon

Ano:her samplmg technique w:ll now be mtroduced

(a) A sample of vdlagcs are first selected and then a sample of
farm households is selected in each sample village. The average agricultural
income of each sample village is estimated .on the basis of data of the
sample households. Likewise, the average agricultural income in the region
is estimated ‘on the basis of the esnmated average agﬂcultural income of
the sample vzl]agcs

(b) It is natural thar the distance between farm households in a
village is shorter than that of between villages. If sample farm households
- are selected only in sample villages as in the case of {a) above, the total

travel expenses th be ‘much less. '

Thls type of samphng method 15 ca.lled two~stage samphng
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Let the agricul:ur.al income .of the jth farm household in the ith
village be z;;, and the agricultural income of the jth sample farm house-
hold in the ith sample village be Xij, respectively.

The average agricultural income in the region will then be given
by the equation

z-f }”i, : /
where, ‘
M = Number of villages in the region
Ni = Numbcr of farm households in the ith vd]age
N = Z i, total number of farm households in_ the

reglon

The average agricultural income in the region is estimated by the

equation
n.
— M Ny £
- ( m 7 i igt X4 )A
where,
m = Number of the sample villages
ni = Number of sample farm households in - the ith

sample village

A village in our example is called the primary sampling: unit, and
a farm household the sub sampling unit.

- 30 —



8. Enumeration

_ As have already been mentioned, the estimate of the sample survey
contains tw0 kinds of errors: enumerating error and sampling error. The
Sampimg error can be controlled (in such a way that the size of the
sample is enlarged wuntil the error is reduced to a desired level) at the
stage of survey designing, The enumerating error is, however, a different
story. To :mprove “the ~accuracy of enumeration, more time and labor
must be used. It is no exaggeration to say that quality of the estimate
mainly depends on accuracy of the enumeration.

Agriciltural income can be enumerated in the following ways.

(1) Book-keeping .
(2) Interview “_

For adopting the book-keeping method, literacy and willingness of
sample farmers dre essential. On the other hand, a simple interview
method may not glve accurate- enough data for such a-difficult item as
agncultural income, '

9. Estimation
(1) Simple Estimation and Ratio Estimation
- We have already discussed - two techniques of sampling, that is,”
stratification and’ multi-stage sampling, they have a bearing on the method
of estimd_tion. However, the fundamental variations of estimation -are the
following - two: '
(a) Slmple estlmanon

(b) Ratlo estlmatxon

The simple estimation method is that which has already appeared
in the precedmg pages. The ratio estimation is a method in which an
auxahary variable which is closely correlated to the variable to be estimated
~is used. at estimation stage to attain higher precision. For example, the
area of pa&dy field planted and the rice production of farmers are roughly
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proportional to each other. In other words, they are closely correlated to
each other. Suppose that data on the area of paddy field planted of all
the farmers in a certain village are available, and we want to estimate the
total production of rice in that village with a very limited survey cost,

A method will be as follows. First, we select sample farmers of an
appropriate number. Second, enumerators will visit those sample farmers

to make interview survey by asking their rice production. Then ‘he Itotal‘
rice production in the village can be estimated by the following formb]é._rl '

3 X n
R L )
Zl Y" I=’_
2o Estimated total rice production in the village
Xy voeeeen Rice production of the ith sample farmer
v, ceevi.. Area of paddy field of the ith sample farmer
gp e Area of paddy field of the jth farmer in the
population §
B e Number of sample farmer
A e Number of all farmers in the village

. . . a L 2 \ :
The ratio used in this equation, that is, Z: Xc—/z Y:, signifies
the average rice yield per unit Jarea in’ sample. The tota]-‘zx}ea_of"paddy
field planted is expressed by 3 4;- This method of ratio. estimation can

thus estimate the total rice pr'oéluction by multiplying -the average rice yield

per unit area obtained from sample data by the toral area of paddy field
in the village. | |

Since the ratio is characteristic of the equation, it-is called the

method of ratio estimation. ¥ is termed as an auxiliary variable. The

-equation used in the method of ratio estimation can-be rewritten to read

A ___
7o T 4R
where, -5
:f E”.y‘
'71.
- _);',' X
ro= n
Lo
[



- As ratio estimation employs more information (auxiliary variable)
than simple” estimation, the former giveé a higher precision of estimate
than the latter. Generally speaking, the method of ratio estimation may
by used to advantage w_hen the correlation coefficient P of variable x

and g is 0.8 and over.

{(2) Estimation of Variables and Estimation of Composition

Discussions up to this point were concerned with the estimation
of variables. It is sometimes required to estimate the composition per-
centage of specifically characteristic sampling units to the population by
means of the sample survey. Suppose, for example, it is necessary to
estimate the number of farm households with a certain level of agricultural
income, say, 1 million yens or more in a certain village by selecting a
sample from the poéulation As can easily be supposed, an accurate

estimation will be very difficule to obtain if the percentage of those farm

households is very low. For instance, in a case where there farm house-

holds with 1 million yen or more of agncultural income constitute only
3% of the total number of farm househclds in the vdlage, a great number

of sample households are to be sampled for getting 2 reasonable estimate.

" in order to estimate the percencage of specifically characteristic
farm households to the population; the following methad may be used.
" Each of the ‘specifically characteristic farm households is “assigned with a
number of one and the other farm households zero. This method there-
fore deals with a populatlon comprising of 0.and 1, as in 0, O, 1, 0,
....... . 0. This is called binominal distribution, whase mean is P
(percemage of specifically characteristic sampling units). The size of
population is N. Let the number of specifically characeeristic sampling
-NI/N. Thevanancexsp(1~— p) Leel—p=q,p{l ~p}=

units be Ni, P = £q-.

Take 2 specific example. The ratio of the number of the farm

E‘ households with 1 million yens or more of agricultural income ta the
: number of the farm households in the village is 10% precision, the number

of necessary ‘sampling units will be given as follows:

o6¢_pPl1-P) . PR
) - 7 n

e

Variance: viP}
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cv(z)=——%~

Precision: CV(P)—JT(;/ /_,Ei_/p f-ﬁg-/ar

Let the precision be 10%,
0.09 09

0.1 = {0.1
_ 10.09
0.01 = =
. 0.0001 = 0,09/n
n = 90§

The size of the sample should be 900.

10. Aimed Precision and Achieved Precision

At the stage of survey designing, the degree of precision desired and
the size of sample which will satisfy this requirement must be determined.
This precision aimed at is called aimed precision. For the calculation in
this ‘connection, existing data are looked for or a preliminary survey s “
conducted to gather necessary information. And the population va_nar_:ce'_:
is computed by approximartion. ' '

When the estimate is computed after a sample survey was 1mplemented _
the calculanon of precision must be carried out using sample data in order _
to make sure the aimed precision was actually achieved, The calculated
precision at this stage is called achieved precision.  This achieved precision
Is to accompany with the estimate when published so that users of the
-statistics can use the data correctly,
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CHAPTER 3
THEORIES OF THE SAMPLE SURVEY

1. Fundamental Theorem of the Sample Survey

The most fundamental of the theories of the sample survey is the
followmg theorem. “Whatever the distribution of the population is, the
distribution of a sample mean X, as the size of the sample becomes
larger (50 or more), approaches a normal distribution in which the mean

- &
value is the population mean and the variance is N T s (5?bexng

the popu!atmn variance)."

Considering, therefore, that the sample mean X follows normal
dlstnbutlon. foHowmg characteristics of the normal distribution can be
utilized. ' ' ’

- The ﬁroﬁability of X’s falling between x — d and X + d is 67%.
The probability of X's falling between X - 2d and % + 2d is 95%.

The probability of X's falling between x — 3d and X + 3d is more
t.han 99%. '

The meaning of the precision of estimate, 3% for example, in estimat-
'ing the population mean on the basis of the sample mean is as follows.
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{Precision Cocfficient of Variance = d/¥, 0.03 = d/7, and thereforfz. d =
0.03%) '

“To say that the population mean ¥ is between X — 0.03X and X +
0.03X holds true in 67 times out of 100 times of declaration. ‘To say
that the population mean % is between X — 2 x 0.03X and X + 2 X
0.03X holds true in 95 times out of 100 times, To say that the popula.
tion mean is between X ~ 3 X 0.03X and X + 3 x 0.03X holds true in
99 times out of 100 tmes”’ The expression “hold true in a certain '.
number of times out of 100 times” is used here on the assumption that_‘ '
an estimates has been calculated for e_:ach sample, of NCn different samples;
[n reality, however, the sampling is carsied out only once.

The same discussion holds true of the estimation of the population
total, because the population total is simply obtained by multiplying the
population mean by the size of population N.

2. Expectation

~ Suppose that a variable X takes values of xi, x2, ..... . Xy and
probability of taking these values are Pt, Pz, ..... , P (PU+ P14+ L.,

Py = 1). Then the expectation of X, E(X), is computed by the following .
formula.

.E(X) = PeX: ot BT, 4 + Py T
. :
= L Py
o= 1 . . .
Let’s here compute the expectation of a sample value X, when only

one sampling unit was sampled. The value which X can assume is any one
of the values of sampling units in the population, that is, x,, x;
Zn. The probability that X assumes each of these values is -'1'-, since all
sampling units are selected at random from the population. . The ‘expecta-
tion of X of a sample value is therefore given as follows,

_ 1 ! f .
EOO SN BT X e Xy
p ~N
-=sz‘:x

=4

It is therefore the population mean.
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There are the following' theorems regarding the expectation.

£ (x+T) = (x)-rc-(}’)

£
n
E(ZX ZE(X._)

=1 L=
E (Cx) = CE (x)
£ () = C
where

C = constant

3. Expectation and Variance of the Sample Mean

In Section 1 of this chapter it was mentioned that the distribution
of a aamglc mean X approaches a normal distribution with mean ¥ and
variance = —l-:. To prove the fact of approaching a normal
distribution_requires knuw]edgc of advanced mathematics, and will not be
discussed here.  Suffice it to demonstrate herc that expectation of sample
mean X is z and that_the variance (variance defined by expectation E,

= : N -
that is £ {X . E(X}7? is - 5t a;\

L . . N - n ¢ ,
Since the sample .mean variance —N Ln“ is the most fundamental

of variances. of ‘all sorts of estimates, it will be discussed here in detail.

(1) Expectation of the Sample Mean

£UR) = g (MRERL o XA
='71’—.'{-‘5 Xedt £ (xe)H- - .‘—-'f'E(}n)j
R T UNT T
=z

It now can be said thatr the expectation of the sample mean is
the population tean. It may also be said that the sample mean is an
unbiased estimate of the population mean.
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{(2) Variance of the Sample Mean
The variance of a variable X is defined by using expectation E as

Y, =E [x- £}t
X

Hence, the variance of sample mean X is as follows.
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THEREFORE ,

- (B E e B (e £ ap
MANE T Wy M0z H,‘i:, o )}
=l o _fn-1 F ot e (BN =
HERE
‘ I o _tn=~4) (N-1) -(n-1}
s - N-n
_ . nN aN (M-1) AN (N-1) = nN IN=-1)
7‘”5&5150195: ) ’
. Ei’): ('N“Tt‘._) N 2 (n~1) N ._
..,( AN (N -1 ;}-:; - ®
THEN ;- '
L - _ - =2
v (x) = E ( x2) <
(N=n) w IR UOIAR 2L Y
v n) 2t e X -
AN (N=1) A XA =Ty S
N Oy B RN . P Z*
AN (N=1) gf’,-.zﬁ +(nW") 1)
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- 1) W () v ﬂ’(”"")= _(x-x)
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4, Precision of Estimate

When the population mean ¥ is estimated on the basis of the sample
mean X, X is called an estimate. The variance of X is written as V(X).
{In the foregoing section it has been proved that V(X) = N ;4 2 —Lz J
The square root of V(X) is the standard error. This standard error 15 the
sampling error which has been explained before in this booklet.

However, the standard error varies with the absolute value of an
estimate and the unit used for measurement. The relative amoun: of
standard error to an estimate is not clear, The ratio of the standard error

YV(X) to the e_expectation of estimate-E(}—(], that is, YV(E)IE(%)
( _/N - n 1

013 ), is called the coefficient of variance and writcen

as CV(X). This coefficient of variance of an estimate is called the
precision of estimate.

Precision of Estimate = Coefficient of Variance of the Estimate CV(ZT()

[Vz) fez) - B L jg“

The formula of the precision of estimate may seem to be complicated, bur-
it can be rewritten in more simple form.

CV(X}={ __."_...ﬂ._..—{:__.-—%___

_ nWhen. the size of population N is by far larger than the size of sample n,
TN 2pproximates 1. "
Nn R (73—___’0)
5 Indicates the relative value of the population standard deviation to
the populatlon mean, and is called a coefficient of variance of L'he popula-
tion, ‘being written as Cr.

The &

Com
Therefore.
W) 5 LR
{ R
m%raw—.

The precision of estimate X approximates the coefficient of variance of the

population Cx divided by the square root of the size of sample.
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5. Simple Estimation

The estimation of population mean 7 ag che basis of sample mean
X and the estimation of population total T = Ex, =
of NX are called the method of simple estimation.
formula and variance formula are as follows:

# 7 on the basis
Their estimation

(1) Simple estimation of the population mean

n
Estimation X = —-n’— > X<
i
Vari — N-n 052' )
ariance V(x)= ~ o

(2) Simple estimation of the population total

Estimation = m Z X &
: L=

2
Variance . V(T)"’ /Vz'/—v-;‘,:i* £

6.. Ratio Estimation

Ratio estimation is a method by which auxiliary variables which are
closely correlated to the variable to be estimated is used to achieve higher
precision of the estimate. Application of the ratio estimation method

requires avallablllty of the populatlon mean or the population total of the
auxiliary - variable.

{1) Ratio estimation of population mean

_ n
Estimation g - %«—x" p:
2 rL
Azxy
“Variance L - 2 : z
Vix) = N)v S (0 - 2RPEx Oy *’??0’} %

where, 'p_ -3 /j

- 41 -



(2) Ratio estimation of population total

Estimation - i_L, XL -

A el

Z: Yz

=/

V(1) WL (0 - 2R P 0 0y mzo';

WHERE , R . x/;

Variance

7. Stratification

When the population is stratified, estimation is made in each stratum.
When estimation of the population mean is required, the weighted arith-
metic mean of the population mean by stratum with weights of the
respective sizes of strata gives an estimate of the population mean. An
estimate of each stratum is simply added, when estimation. of the popula-
tion total is required, The variance of the population mean estimate is
obtained by the weighted arithmetic mean of the variance of each stratum
with a weight of the size of each stratum. The variance of_ the population
total estimate is given by simply adding the variance of each stratum. Here
is given an example of the stratified simple estimation of a population total.

Es_tifhation ?-,., f .?1 =3

4. ! Azt A PN
Variance o o
- £ 4 s 2
A 2 Momnd O
vir) =2 (7) = DI el v
e L2 .
where, ‘
”~
7. = Total estimate of ith stratum -

N¢ = size of populition of ith stratum

A< = size of sample of ith stratum -

Xij = value of jth sampling unit in ith stratum
7y 2= population variance of ith stratum

/ = number of strata
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8. . Muiti-Stage Sampling -

When multi-stage sampling is used, the mean or toral of each primary
sampling unit selected in'the sample is estimated on the basis of the sub’
sampling units, and then the mean or total of the population is estimated
on the basis of estimated data of those primary sampling units. The
variance of a multi-stage estimate comprises the variance between the
primary sampling -units and the' variance within the primary sampling unit
(variance between the sub sampling units). -

Hereunder . is gwen an example of the two-stage simple estimation of

the popuiatmn total, .
M 7

Estimation. . L. X1
T g, ;Z, iy
. ' M
.Variance A MN-m 4 2 M 2N -ne 2
. nee y(T)e g2 IR Op e MG &

' _‘Whél"&,” 0-5 = = f

M — 7
2 & (i - 2
0;,"‘.‘%' 1" z")
SR -7
M= Number of primary sampling units of the population -
'm = Number of primary sampling units. of the sample U
: Nl = Number of sub sampling units in- ith primary samphng

unit of the populauon :
ni = Number of sub samphng units in ith primary samplmg
unit ‘of the sample
; 1’;} =‘Va]ue of variable of _].th sub sampling unit of u:h pnmary,
. _samphng unit of the poPulat:on ‘
Xg = Value of varlable of jth sub samphng unit of 1t}1 pnmary
‘_ samphng umt of the sample . _ _
Zs = Mean of . variable wnthm ith primary samphng unit . of the
-~ population

X =‘_Mean of population
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9. Sampling with Probability Proportional to Size of Unit

As a variation of two-stage sampling there is the method of sampling-
with probability proportional to size of unit. In two-stage samgling.thc-,.-
calculation of estimate requires much work, because the estimates must be
calculated within each primary sampling unit. There are two ways to avoid
this inconvenience. One is 2 method by which to allocate the sub sampling
units in proportion to the number of sub sampling units within each
primary sampling unit, although both primary and sub sampling units are.-
selected at random. When this method is used, the ratio fi -'ﬁ*li- , that is,
the rate of samplmg of sub sampling.units, is the same in all primary
sampling units (= f}. Accordingly, multiplying the sum total of all sample
data of sub samplmg units by a reciprocal — F of the total sampling
muo—-— f gives the estimate of the population total.

Another method is the sampling with probability proportional to size
of unit. The process by this method consists in selecting primary sampling
units according to probability praoportional to the ﬁumbqr of sub sampling
units within each primary sampling unit or the size of the primary sampling
unit, and selecting a fixed number of sub sampling units as sample from
each selected primary sampling unit, The probability that a primary
sampling unit may be selected as sample is I\; m, and the probability that
a sub sampling unit may be selected as sample is Nn_l . It follows that the
probability that a sub sampling unit may be selected as sample from the
whole population is —NN—m X % =—%:I—n. It is a fixed value, Accordmgly.
n&ultxplymg the total of all selected sub sampling units in the sample by

— glves the estimate of the population total.

As sub sampling units are selected as sample at the same rate through
out the whole population by either method, it is not necessary to multiply -
the estimate in each primary sampling unit by the weight of the size of
each primary sampling unit. They are thus called a self- wc:ghted sample

 Hereunder are shown the method of samphng of the samplmg with

probability propomonal to size of unir, formula of esumatlon and formula
of wvariance.
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(1). Method of Sampling

~ Accumulation
i Ni. of Ni
121 21 o '
5 6 o Sample size m = 25

® 13 @@ N 208
4 13 73 mo 25
5 - 2 75 - = 82,12 £ 82
6 28 103 S :

7 i1 114 - A random starr is selected 58
is | ec. as 58.
9 19 178
10 31 209
- - : Random Start = 58
. o ~ Second Sample = 58 + 82 = 140

. 100 15 2,053 - Third Sample = 140 + 82 = 222
L,' Fourth Sample = 222 + 82 = 304
M . N“ZN( .
irr

{2) ‘Formula of Estimation and Formula of Variance

_ Estimation :’P:—j—%—-—— > 2 Xi
{'g/ '1":{ J
where,
# = Total number of sub sampling unit of population
. m = Size of sample of primary sampling units
7 = Size of sample of sub sampling units in each primary
sampling unit ' A
2
Vasiance v (7) =LA fi.‘”
where, A, 2:-;-}(,( -

%W._ . 7”_/‘.

M = Number qf'prirﬁéry sampling units of the population
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10. Estimation of Estimate Variance by Sample Data and the Unbiased
Variance

So far the population variance was used in all the formula .of variance
of various methods of estimation excepr for the last one of the sampling
with probabilicy proportional to size of unit. Actually, variance of estimate
is to be calculated using sample data then the formula of variance must be
given some modification. In the case of the sampling with probability
proportional to size of unit, use of sample data makes the formula of
variance very simple. In this case only, therefore, the formula of variance
using sample data was shown. '

{1) Calculation of Variance of Simple Estimate by Sample Data

As one of the simplest examples, discussion will be made of the
calculation by sample. data of the variance of estimate of the population
mean obtained by the simple estimarion w1thout stratification, smgle—s:age
sampling,

The formula for estimation of the population mean by simple
estimation and that of variance were written before as follows:

L 7
Estimation ¢ LA X
it

N=n F?

Variance V(X)= 7

N

. =2
where, a’zaAZL:L._'%i;;L)_'

The symbol % in this formula of variance signifies the pbpulation

variance. The information on Z;’4 are not actually avaﬂa’ole Only available
information is sample data Xi's.

What formula will then be an appropriate one to estimate the
population variance by sample data? ‘The fact is that the sample variance
is the estimate of the population variance. This fact will be proved later

in (2},
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Therefore, the formula of variance estimation by sample data
will be as follows: :

- N - n <
Vix)= —
where, 2
,d?_-. .Al:’ (XA'-X)
NN~ 1

(2) Unbiased Variance "
2
(X~ x
We will now prove that the sample variance .d?—.—ZA:'L x{ ’X}
is an unbiased {expectation of an estimate being equal to the value to be
(X -x)°
Nt
The problem. which presents isself here is that the denominators
of both variances are n — 1 and N — 1, respectively. If the variances

2
estimated) estimate of ™=

are defined by denominators n and N, respectively, the sample variance is -
no more an unbiased estimate of the population variance. It is because
of this characteristic that the variances divided by n — 1 and N — I,
respectively, are called an unbiased variance.

. " Fal
[Proof] Zxe-x)") X ox2-ak?
EFuy~ € -1 - £ "1 }

5 2 et - EGY))

n .l"f e S R

The formula of variance of the sample mean is made use of here.

. - _ 2 s =2
ViR E [X e(x) ) elR) x
. - g’ :
AaNp, Yix): Y, e
o 2
-2 2 N-)l L
men, £ T
Therefare, B p
' —r - N"?l
1% et ) G e )
&(,d:)__ TH 7 I"l‘“" {X¢ ) ( .N M

- n =
HERE S e xi?) - Z(Z W AE)

4=/ . et i3



Therefore, TR 4
2 LY geroyrion
R e P BT
;o 2 -z . N1 _‘%ﬂ(ﬁz'ﬂi
”EREJ T ‘Z= 11_' 1' N ( N~
. N 2
y T
Therefore,
. " N-t  _ AN-m |
E(d )‘ -7 { N N 7 }G-z
o 7n n (N"I)'!N'”) Z
- )’—‘I N?'
_ o~ ~{n-1) .
A7 Part

N A
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